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Design and applications of a neural networks assisted 
portable liquid surface tensiometer
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In this paper, a  portable instrument for surface tension measurements, 
characterization and applications is described. The instrumentation is op-
erated wirelessly, and samples can be measured in situ. The instrument 
has changeable different size probes; therefore, it is possible to measure 
samples from 1 ml up to 10 ml. The response of the measured retraction 
force and the concentrations of measured surfactant is complex. There-
fore, two calibration methods were proposed: (i) the conditional calibra-
tion using polynomial and logarithmic fitting and (ii) the neural network 
trained model prediction of the surfactant concentration in samples. Cali-
brating the instrument, the neural network trained model showed a supe-
rior coefficient of determination (0.999), comparing it to the conditional 
calibration using polynomial (0.992) and logarithmic (0.991) fit equations.
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INTRODUCTION

Portable and autonomous analytical instrumenta-
tion offers multiple advantages. The advantages are 
the following: (i) in situ as well as in laboratory mea-
surement, (ii)  easy transportation, (iii)  no need of 
additional devices, (iv) small dimensions and weight, 
(v) wireless operation, (vi) possible use in a hazard-
ous environment, (vii) possible integration in anoth-
er analytical systems and production lines, and (viii) 
independent or unattended measurement [1].

The developed portable and autonomous ana-
lytical instruments are related to the  following 
techniques: separation, electrochemistry, pho-
tometry, spectroscopy and spectrometry [2–6]. 
In some cases, special data ordering and analysis 
methods interpret chemometric data. Therefore, 
the imperceptible features can be riddled out, like 
it was demonstrated identifying the antiviral sub-
stances in the crude plant extracts [7]. Also, an ex-
traction recovery was predicted from chemometric 
data using a combination of a mathematical model 
and a  machine learning method [8]. Some phys-
icochemical properties such as liquid surface ten-
sion are a product of multiple chemical substances. 
And therefore, it cannot be measured by separation 
techniques or mass spectrometry.

Surface tension modifying substances, com-
monly called surface-active materials, are consid-
ered toxic to the organisms living in the water [9]. 
It is also known in the literature that the monolayer 
of surfactant on the water surface prevents oxygen 
exchange [10, 11]. Multiple cases report wastewa-
ters contaminated by detergents [12]. Addition-
ally, some proteins, oligopeptides and enzymes are 
known for their surface tension modifying proper-
ties. In the previous investigations, white-rot fun-
gi – Irpex lacteus – reduced the surface tension of 
the growth medium. The fungi also degraded a sig-
nificant amount of anthracene which only dissolves 
in surfactant-containing water [13]. Consequently, 
the need for portable and autonomous surface ten-
sion measurement systems is undoubted. Com-
bining such instruments with a machine learning 
meth od is expected to provide better information 
on the investigated features.

The aim of this work is to characterize the de-
veloped miniaturized portable liquid surface mea-
surement instrumentation and apply it for real 
sample investigations in situ.

EXPERIMENTAL

Chemicals
Acetone (99.9%) and methanol (99.9%) were from 
Macron (Poland). Malt extract and sodium dode-
cyl sulfate (SDS) (>99.0%) were purchased from 
Roth (Germany). Pleurotus ostreatus (P. ostreatus) 
and Irpex lacteus (I.  lacteus) were isolated and 
confirmed in the previous studies [14]. Bidistilled 
water was produced in the laboratory using a Fis-
treem Cyclon bidistillator (UK).

Sample preparation
For measurement standards, stock solutions were 
prepared: the  required amount of chemical sub-
stance was dissolved in 15  ml of bidistilled water 
and kept in a freezer at –20°C. Before further use, 
the  stock solutions were defrosted and used for 
preparing the  required levels of concentrations. 
At least ten different levels of concentrations were 
used for each compound.

The fungi were grown in a miniaturized format 
according to the previously optimized procedure 
[13]. In a 10 ml gas chromatography vial, 2.5 ml 
of the  growth medium (0.6% malt extract) was 
added. Instead of septa in the  vial seal, a  cotton 
disc was used to ensure the gas exchange. 0.03 g of 
fungi was added to the growth medium in the vial 
and incubated at room temperature c.a. 22°C. Af-
ter 17 days of growing when the  fungi reached 
the  plateau region, measurement of the  medium 
was performed. The growth medium was diluted 
two times so that 4 ml of measurement solution 
would be obtained.

For the modelling and determination of resid-
ual detergents on the surfaces the following pro-
cedure was used: (i) 2 ml of 10 mM concentration 
SDS in methanol was added onto the (a) stainless 
steel and (b) glass, (ii)  after the  evaporation of 
methanol, (iii) 4 ml of bidistilled water was added 
onto the application site of the surfactant, (iv) left 
for 15  min for extraction and (v)  4  ml of water 
with the dissolved surfactant from the surface was 
added to the measurement vial and measured.

In situ determination of river water 
The selected sites of the rivers Neris (coordinates: 
54°53'57.2"N 23°52'34.4"E) and Nemunas (coor-
dinates: 54°53'50.5"N 23°52'34.7"E) were sampled 
taking 4  ml of river water and directly used for 
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the measurement. Each measurement was repeat-
ed five times, and the  mean was used as the  de-
termining retraction force value, which later was 
recalculated to the equivalent SDS concentration.

Portable liquid surface tensiometer and 
measurement procedures
The instrument for measuring the  surface ten-
sion was developed according to the  previously 
published paper, where similar mechanics and 
electronics were used for the  measurement of 
the hardness of Actinidia fruit peel [15]. A sche-
matic diagram of portable measurements is repre-
sented in Fig. 1.

The  sketches of measurement probes were 
designed using Inkscape  –  the  open-source vec-
tor graphics editor software (https://inkscape.
org/). The  sketches were processed using Ki-
Cad – the open-source electronics design software 

(http://kicad-pcb.org/). The processed sketches of 
the probes were manufactured by the printed cir-
cuit board production company SEEED (PRC). 
The copper of measurement probes was tin-plated.

The measurement principle is the  following: 
(a)  the  vial with the  sample (4  ml) is placed on 
the lifting platform in the instrument, (b) the sam-
ple is lifted up, (c)  upon the  lift up, the  force 
sensor is auto-zeroed, (d)  the  platform with 
the  sample is lifted down at the  selected speed, 
(e) during the lifting down, the force is measured, 
(f)  the  maximum value of the  force reading is 
considered as the value of the surface tension and 
is sent wirelessly to the control interface (smart-
phone, laptop, table pc, etc.). For more sensitive 
readings of the surface tension, the previously de-
veloped migration velocity-adaptive moving aver-
age method was modified to suit the surface ten-
sion measurements [16].

Fig. 1. Designed portable surface tension measurement instrument. (a) A schematic design diagram, (b) the principle 
of measurement, (c) an actual photograph of the instrument and (d) a photograph of the measurement probes. Mark­
ings: 1, force sensor; 2, sensitivity enhancement lever; 3, thread guiding loops; 4, probe adapter; 5, measurement probe; 
6, vertical guiding shaft; 7, vial seat; 8, sample vial; 9, thread spool; 10, stepper motor; 11, upper thread; 12, lower 
thread; 13, smartphone; 14, microcontroller; 15, liquid sample

a b

dc
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Between the measurements of different samples, 
the probes were washed, immersing them into bi-
distilled water five times.

Data analysis
Means of the  measured force, standard deviation 
and relative standard deviation were calculated, 
and polynomial and logarithmic curves of the mea-
sured force were fit against the equivalent concen-
tration of SDS using the Microsoft Excel software. 
For the neural network (NN) models, the data was 
normalized using the  mathematical Rstudio soft-
ware [17]. The  NN models were calculated, and 
predictions were performed using the  R-package 
neuralnet [18]. The  NN models were generated 
using two procedures.

The first NN procedure. All measured force val-
ues representing surface tension for the calibration 
of SDS were treated as separate data points. Totally 
140 data points (14 different levels of concentra-
tions in a range of 0.005 and 21.672 µM, 10 repeti-
tions for each level) were used for the generation of 
the NN model.

The second NN procedure. Similar to polynomial 
and logarithmic curve fitting, means of the  mea-
sured force were used. Neural networks are a type 
of machine learning method that only works ef-
fectively with large data sets, and 14 data points 
(means) were not enough for the satisfactory mod-
el. Knowing the relative standard deviation (<2.5%) 
for the  mean of the  measured force of a  concen-
tration level, additional data points were generated, 
injecting the errors to the means and concentration 
levels similarly like it was described in previously 
published results [19, 20]. Totally 2,000 data points 
were generated and used for the  calculation of 
the NN model.

Before calculating the NN model, the data were 
scaled so that the largest number was equated to 1 
and the smallest number was equated to 0 follow-
ing Eq. (1),

min

max min
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–
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i

x xm i I
x x

= =  (1)

where mi is the normalized value, i (i = 1, 2…I) is 
the record number in the data set (data table), xi is 
the original value in the data set, xmin is the mini-
mum value of the data set, and xmax is the maximum 
value of the data set. The data sets were separated 
into 2 equally sized segments  –  one for training 

the NN model and another for testing the gener-
ated NN model. For the  characterization of NN 
models, the mean squared error (MSE) was calcu-
lated following Eq. (2),
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where MSE is the mean squared error, i (I = 1, 2…I) 
is the record number in the data set, representing 
the data set size, pi is the predicted value, and xi is 
the original value.

The coefficients of determination (R2) were cal-
culated for each calibration model: (i) fit polyno-
mial, (ii) logarithmic curves, and actual and pre-
dicted values using the NN model generated with 
(iii) the first NN procedure and (iv) the second NN 
procedure.

RESULTS

Characterization of measurement procedures
Different circle-shaped probes were used for 
the  characterization and measurement. Dimen-
sions of the probes are represented in Table 1. Five 
different probes were used that differed in (i) dia-
meter and (ii) thickness of the ring and formed dif-
ferent contact areas. It is mentionable that the mea-
surement had both sides (top and bottom) covered 
with tin-plated copper. During the  measurement, 
the  bottom part of the  probe contacts the  liquid, 
but it also must be taken into account that interac-
tion due to surface tension between the  top layer 
and the liquid exists.

Ta b l e  1 .  Dimensions of the probes used for measure-
ments

No. Diameter, 
mm

Thickness, 
mm Area, mm2 Perimeter, 

mm

1 10.0 1.0 28.3 56.5

2 15.0 1.0 44.0 88.0

3 15.0 2.0 81.7 81.7

4 20.0 1.0 59.7 119.3

5 20.0 2.0 113.1 113.1

Two reference solutions were measured using 
different diameter (d) and thickness (t) probes: (i) 
bidistilled water and (ii) acetone (Fig.  2). It was 
observed that in order to retract bigger diameter 
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probes from the surface of the liquid, a higher force 
(retraction force) was needed (Fig. 2a). In all cases, 
a  lower retraction force was observed for the  ac-
etone solvent than for bidistilled water. Moreover, 
the measurements showed that the same diameter 
probes having a bigger area needed a higher retrac-
tion force (probes 2 vs 3 and 4 vs 5). For analytical 
instrumentation, the  measurement range is im-
portant. Therefore it was decided to express it as 
a retraction range (mN), subtracting the retraction 
force value of acetone from the retraction force of 
water (Fig. 2b). Usually, the load cells that measure 
the  force or other instruments with conventional 
sensors provide similar noise values at different 
levels of readings. For example, the  instrument 

sensitivity can be increased if a  higher perimeter 
and area probe was used for the measurement, as 
it was demonstrated for the designed instrument. 
On the other hand, cases, where minute volumes of 
samples are investigated, can only be solved using 
miniature probes (in this case, probe 1 or probe 2). 
This allowed reducing the sample volume down to 
1 ml.

In Fig. 2c, d, the dependency between the probe 
areas, probe perimeters, retraction force and re-
traction range is represented. As demonstrated in 
the  Figure, the  dependency is complex showing 
high correlations: (i) the coefficient of determina-
tion (R2) for the probe area vs retraction force was 
0.78, (ii)  R2 for the  probe perimeter vs retraction 

Fig. 2. Comparison of measurement parameters using different probes. (a) Retraction force for different probes meas­
ured in water and acetone. (b) Retraction range for different probes. (c) Plot representing retraction force dependency 
on the  probe area or the  probe perimeter. (d)  Plot representing retraction range dependency on the  probe area or 
the probe perimeter. Numbers indicate the probes: (1) d 10 mM, t 1 mM; (2) d 15 mM, t 1 mM; (3) d 15 mM, t 2 mM; 
(4) d 20 mM, t 1 mM; (5) d 20 mM, t 2 mM

a b

c d
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force was 0.83, (iii) R2 for the probe area vs retrac-
tion range was 0.74, and (iv) R2 for the probe area 
vs retraction force was 0.86.

Later calibration, modelling and in situ experi-
ments with real samples were performed using 
probe 2 (d 15, t 1).

Calibration and measurement of modelled 
solutions
Attempt to calibrate the  designed instrument for 
the  determination of detergents was performed. 
Fourteen different levels of SDS concentrations 
were measured. The range (0.005–21 672 mM) was 
selected so that the critical micellar concentration 
(8.2 mM) would be covered (Fig. 3).

It was observed that the  dependency between 
the retraction force and the SDS concentration was 
too complex to generate single linear, polynomial 
or logarithmic fitting. It was decided to use a condi-
tional calibration procedure. The conditional cali-
bration covers the cases where a full range of data 
has to be segmented. In classical methods, the con-
ditional calibration is usually avoided because such 
calculations require more computational intensity, 
but this is not a problem using modern-day com-
puters. The  segmented smoothing approach was 
demonstrated with the  migration velocity-adap-
tive moving average method, where it was pro-
grammed into a  16  MHz 8-bit low-performance 

microcontroller. The  conditional calibration here 
represents the  following statements: (i)  if retrac-
tion force (F) ≥ 8.5 (mN), then the calculation of 
concentrations should be done following the poly-
nomial equation, and (ii) if F < 8.5 (mN), the cal-
culation of concentrations should be done fol-
lowing he logarithmic equation. Here 8.5 (mN) is 
the cross-point of the logarithmic and polynomial 
curves. The polynomial equation (y = 65187.198 × 
x2 – 895.881 × x + 9.222, where y is the retraction 
force F and x is the concentration C) represented 
in Fig. 3 must be transformed so that instead of y 
value, x should be calculated: x = 0.00021832 × y2 
–  0.005022  ×  y  +  0.02775609. This procedure is 
easily calculated in the MS excel, inverting the y- 
and x-axis. Similarly, the  logarithmic equation 
(y = –1.208 ×  ln(x) – 0.065, where y is F and x is 
C) must be transformed into the exponential equa-
tion: x = 0.899737 × e–0.819808 × y.

Neural networks should be considered as condi-
tional dependency between input and output val-
ues. The  developed NN model is subdivided into 
multiple segments representing certain ranges, 
where each range has its own linear equation com-
posed of weights, inputs and outputs [21]. A math-
ematical model coupled to the neural networks was 
recently applied to solve another chemical prob-
lem – the prediction of the extraction recovery of 
polycyclic aromatic hydrocarbons [8].

Using two different procedures, (i)  the  first 
NN procedure and (ii) the second NN procedure, 
the  neural network model was trained (Fig.  4). 
In the  first NN procedure, 140 data points, with 
each repetition (10) at different concentration le-
vels (14), were used. The data set was split in two 
similar size parts: (i) training and (ii) testing. Dif-
ferent combinations of hidden layers and neurons 
in the  hidden layers were used for training. MSE 
corresponding to the  mM concentrations of SDS 
was calculated for a  combination of the  trained 
neural networks. It was determined that two hid-
den layers, where the first and the second contained 
4 neurons, showed the lowest scaled error (0.047) 
and absolute MSE (4.4 × 10–7) (Fig. 4b). The train-
ing of the network took 254 steps. The coefficient 
of determination was calculated for the predicted 
and actual data of the first NN procedure trained 
network. R2 was 0.986. Comparing it to the poly-
nomial (0.992) and logarithmic (0.991) fitting coef-
ficients, the R2 for the first NN procedure trained 

Fig. 3. Retraction force needed for different levels of the  concen­
tration of SDS

y = 65 187.198x2 – 895.881x + 9.222
R2 = 0.992

R2 = 0.991
y = –1.208ln(x) – 0.065
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network was lower. On the  other hand, the  NN 
training procedure covers all the range of concen-
trations and equations generated for polynomial 
and logarithmic fitting are segmented into 2 ranges: 
(1) from 0.005 to 0.843 mM (polynomial) and (2) 
from 0.843 to 21.673 mM (logarithmic).

For the  second NN procedure, the  same com-
binations of hidden layers and neurons were used 
as in the first NN procedure training. The data set 
is composed of 2,000 data points and half of them 
was used for training, where another half was used 
for testing. Differently from the first NN procedure, 
the lowest MSE was observed for a combination of 
2 hidden layers, where the  first one contained 3 

neurons and the second one contained 2 neurons 
(Fig. 4d). It took 601 steps to train the NN using 
the  second NN procedure. For the  second NN 
procedure trained NN, a  scaled error was lower 
(0.0086) than for the  first NN procedure trained 
network (0.0468). Additionally, the  absolute MSE 
was almost two decades lower for the second NN 
procedure trained network (7.7  ×  10–9) than for 
the first NN procedure trained network (4.4 × 10–7). 
The  R2 of the  second NN procedure of the  pre-
dicted and actual data points was 0.999 that can 
be considered superior to the  first NN procedure 
trained network (R2 of actual and predicted data 
points was 0.986) and superior to the  model 

Fig. 4. Neural network models and comparison between actual and predicted concentrations. (a) Plot representing 
the distribution of actual and predicted concentrations of SDS when the neural network is trained using the first NN 
procedure. (b) Neural network model according to the first NN procedure. (c) Plot representing the distribution of actual 
and predicted concentrations of SDS when the neural network is trained using the second NN procedure. (d) Neural 
network model according to the second NN procedure. Markings: (1) representation of error near the CMC concentration 
of SDS, (F) force (mN) – NN input, (C) concentration of SDS (mM) – NN output

Real vs predicted

Real vs predicted

a b

c d
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developed using a polynomial (R2 0.992) and loga-
rithmic (R2 0.991) fitting.

Neural networks are a less intuitive method than 
linear, polynomial or logarithmic fitting meth ods 
typically used by analytical chemists. Using NN, 
it is difficult to draw a  representative plot, simi-
lar to Fig.  3  –  polynomial and logarithmic fitting 
of the  retraction force and concentrations. On 
the other hand, NN models are used for numerous 
different fields, including life sciences, medicine, 
and analytical chemistry [22–24].

Neural networks is a machine learning method 
that is efficient with large-sized data sets [25]. In 
chemical analytical sciences, obtaining large-sized 
data sets can be problematic and expensive. As it 
was demonstrated, it is possible to train a  neural 
network model using a moderate-sized data set (in 
this case 140 data points), where each repetition is 
treated as the data point. On the other hand, ana-
lysts are used to repeating a single data point from 
3 to 5 times and calculating a mean, which is later 
used as the determined data point. The drawback 
of this procedure is that the size of the data set is 
reduced significantly and can be solved (as demon-
strated in a previous study) by generating additional 
data points with the injected error. Such procedure 
requires known statistical evaluations (standard 
deviation, distributions, confidence intervals, etc.) 
of the measurements and the instrument.

Often analytical methods and instruments are 
calibrated using linear equations, and a drawback 

of such calibration is a reduced dynamic range. In 
electrochemical impedance spectroscopy, pseudo-
linear ranges are used for the  determination of 
chemicals [26]. In certain cases separating mul-
tivalent analytes, the  calibration curve deviates 
from predicted concentrations at trace levels as it 
is known for phosphate ion applying capillary elec-
trophoresis  –  contactless conductivity detection 
[27, 28]. In the  mentioned cases, where calibra-
tion is dynamic, the  range can only be increased 
if the proposed method of conditional calibration 
was used or neural network models for the predic-
tion of concentrations were used. The  proposed 
techniques are expected to benefit from analytical 
methods used in electrochemistry, photometry, 
spectrometry and separation science [5, 29–31].

Real sample analysis in situ
Real samples were analyzed: (i) modelled leftover 
of surfactants on the surfaces – (a) SDS on stainless 
steel and (b) SDS on the glass, (ii) river water – (a) 
Nemunas and (b) Neris, and (iii)  fungal growth 
medium in the plateau region with (a) I. lacteus and 
(b) P. ostreatus. Further results are described pre-
senting values obtained using the second NN pro-
cedure trained neural network. It was observed that 
more SDS was recovered from the glass (4.1 mM) 
than from the stainless steel surface (3.0 mM). In 
the  Nemunas River, 2.3  mM of SDS equivalent 
concentration was determined, and in the  Neris 
River 1.0 mM of SDS equivalent concentration. In 

Fig. 5. Comparison of different samples and concentrations calculated using different methods. Concentrations provided 
as SDS equivalents in mM

Neris RiverNemunas River 17th day
I. lacteus

17th day
P. ostreatus

SDS on glassSDS on
stainless steel
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the determination of the growth medium of fungi, 
previous results were confirmed. I.  lacteus pro-
duced more surface tension modifying compounds 
than P.  ostreatus [13]. The  equivalent concentra-
tion of SDS for the I.  lacteus growth medium was 
3.6 mM, and for P. ostreatus it was 0.4 mM.

In Fig. 5 represented concentrations do not per-
fectly match. It is visible that at higher (>3.0 mM) 
concentrations, the  conditional calibration using 
polynomial and logarithmic equations show slight-
ly higher concentrations than both of the NN mod-
els predict. At lower concentrations (<3.0  mM), 
the results differ for different NN models. The NN 
model trained using the first NN procedure shows 
smaller values of the equivalent SDS concentration 
except for the last sample, which is 17th-day P. os­
treatus growth medium. At lower concentrations 
(<3.0 mM), the NN model trained using the  sec-
ond NN procedure showed slightly higher values of 
the equivalent SDS concentrations.

In the future, it is planned to use the developed 
instruments and procedures for generating ref-
erence data and using them with the  chromato-
graphic data segmentation method for mining out 
exactly what substances are responsible for liquid 
surface tension modifying properties in biological 
systems and environment samples [7].

CONCLUSIONS

Portable surface tension instrumentation is charac-
terized and applied for real sample analysis. The in-
strument can be calibrated using: (i)  conditional 
calibration with polynomial and logarithmic equa-
tions, (ii)  the  first NN procedure neural network 
model trained with the  dataset, where each rep-
etition is treated as data point, and (iii) the second 
NN procedure neural network model trained with 
a  data set of mean values, where additional data 
points are generated injecting error based on sta-
tistical information. For the second NN procedure 
trained neural network model, the  determination 
coefficient was found superior compared to those of 
other calibration means (R2 > 0.999 vs R2 < 0.992). 
The proposed alternative calibration methods can 
be used with different analytical chemistry meth-
ods that require a broad range of investigated con-
centrations, and the dependency is dynamic.

Recommendations for the  future experiments 
are the  following: (i) applying the neural network 

procedure for temperature compensated readings 
and (ii)  the  investigation and design of advanced 
geometry probes for surface tension measurements.
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NEŠIOJAMO SKYSČIŲ PAVIRŠIAUS ĮTEMPIMO 
MATAVIMO PRIETAISO, VEIKIANČIO PER 
NEURONŲ TINKLUS, KŪRIMAS IR TAIKYMAS

S a n t r a u k a
Šiame darbe aprašytas nešiojamas paviršiaus įtempimą 
matuojantis instrumentas, pateikta jo charakteristika ir 
pademonstruotas pritaikymas. Prietaisas veikia belai-
džiu būdu ir gali matuoti bandinius in situ. Turi keičia-
mus skirtingų dydžių matavimo zondus, kuriais galima 
matuoti bandinius nuo 1 iki 10  ml. Atitraukimo jėgos 
ir surfaktanto koncentracijos ryšys yra sudėtingas, to-
dėl šiame darbe buvo pasiūlyti du kalibravimo metodai: 
1) sąlyginė kalibracija pritaikius polinominę ir logarit-
minę funkcijas, 2) surfaktanto koncentracijos spėjimas 
pritaikius apmokytą neuroninių tinklų modelį. Apmo-
kytas neuroninių tinklų modelis pademonstravo aukštą 
determingumo koeficientą (0,999), o sąlyginė kalibra-
cija –  šiek tiek mažesnius determingumo koeficientus. 
Polinominė funkcija atitiko 0,992, o logaritminė – 0,991 
determingumo koeficientą.
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