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AI is considered to be very abstract to a range of critics. In this regard, algorithms are 
referred to regularly as black boxes and divorced from human intervention. A  par-
ticular philosophical maneuver supports this outcome. The  aim of this article is to 
(1) bring the philosophy to the surface that has contributed to this distance between 
AI and people and (2) offer an alternative philosophical position that can bring this 
technology closer to individuals and communities. The overall goal of the analysis in 
this paper is the humanising of AI by addressing the shortcomings of conceptualising 
algorithms as black boxes. 
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INTRODUCTION
The aim of this paper is to clear up an important facet of artificial intelligence (AI). To the pub-
lic and many users, AI is already shrouded in mystery. Many exaggerated claims have been 
made about AI and how this technology will affect the future. The result is that many everyday 
persons and experts worry about the social impact of AI. The casual talk that often occurs 
regularly about ‘black boxes’ only adds to the current intrigues and uncertainty. Nonetheless, 
referring to algorithms as black boxes is quite commonplace (Savage 2022; Power 2023). 

The problem is that black boxes cannot be entered and their contents known. When 
algorithms are described in this manner, these devices are removed from scrutiny. As a result, 
AI is thought by many persons to operate in camera. Any attempt to explain how they function 
is beyond human capability and futile. Their logic is simply unavailable for serious examina-
tion and cannot be reconstructed on demand. 

In this way, algorithms are placed in a domain similar to Kant’s noumenal realm (Kant 
2007). Two outcomes occur because of this placement. The first is that algorithms exist beyond 
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human experience. Their operation thus eludes human comprehension. And second, also like 
in Kant’s typology, anything that exists in the noumenal domain has a unique status. Specifical-
ly, the content of this space is worth more than elements in the phenomenal realm that are tied 
to experience. The key distinction is that the noumenal sphere is not contaminated or limited 
by quotidian concerns. 

The trust of this paper is to examine the philosophical maneuver that justifies black box-
es and the separation of computer technology, specifically algorithms, from human experi-
ence. A dualism is accepted, but is seldom examined in the context of AI, that provides this 
technology a patina of autonomy. This sort of investigation is necessary to reduce the threat of 
AI and enable this technology to serve human needs. Alternatively, a non-dualistic position is 
required to achieve this aim, which will also be discussed. 

This critique of black boxes follows a trend in philosophy inaugurated by Dreyfus (1972), 
Dreyfus and his brother (1986), and Winograd and Flores (1986). These authors adopted phe-
nomenology to undercut the autonomy of AI and provide computers with a human ground-
ing. The non-dualistic strategy that guides this paper is somewhat broader than phenomenol-
ogy, and could be classified as poststructural (Belsey 2022). In both cases, however, the point 
is to understand AI as an extension of human agency. 

These distinctions between regions, based on their respective ties to experience, are du-
bious in view of contemporary philosophy. A dualistic maneuver is made that is considered to 
be illegitimate. In this regard, L. Wittgenstein (1990) declared that persons must remain silent 
about whatever cannot be spoken about or known. Considering this advice, black boxes can 
be explored or they do not exist. Referring to them as inaccessible, therefore, is a maneuver 
that no longer has any integrity. There are simply too many contradictions involved.

There are demands on the horizon for an explainable AI (XAI) (Varma 2021; McNamara 
2022). The thrust of this movement is that buying into black box imagery is no longer accept-
able. Some ethicists, in fact, declare that algorithms that cannot be reviewed and explained 
should not be used (Durán and Jongsma 2021). The basic objection is that persons who are 
affected have the right to know the operational logic of these devices and how decisions are 
reached.

The point is not that people necessarily become experts. What they need is to trust al-
gorithms, as the majority of people trusted many vaccines, although they did not understand 
the bio-chemistry. Thus, the ‘black-box’ analogy is not a good descriptive. Transparency and 
humbleness must be present. Stating that machine-learning techniques are ‘opaque’, and un-
critically accepting this denomination is not a good strategy. In this case, opaque means that 
‘even experts with relevant equipment cannot determine why and how inputs are transformed 
into outputs’ (Stahl et al. 2021: 383).

The question that guides this discussion is the  following: how are black boxes estab-
lished? Without addressing this issue, algorithms will remain black boxes and considered 
to be beyond explanation. To be successful, this investigation must be both philosophical 
and historical. By adopting this two-pronged approach, the philosophical gambit that makes 
these boxes possible, along with their utility, can be clearly understood. Subsequent to these 
revelations, steps to make algorithms more accessible and explainable will remain a challenge 
but this task may seem feasible. To critics of AI, explainability is essential to trusting this 
technology (Hamon et al. 2020). Opening algorithms to intense scrutiny has thus become 
a high priority.
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AI AND BLACK BOX UTILITY
The immediate task is to clarify the rationale behind the invocation of black boxes. Specifical-
ly, what is their raison d’etre? The thinking that supports their existence and use is important 
but is rarely mentioned in debates about the merits of AI. When using the phrase black box, 
a particular intention is put into motion. Usually, the  focus is on inputs and outputs, with 
little concern for the internal functioning of the mechanism or organism in question (Estevez 
2022). This emphasis is thought to lead to exactness.

Black boxes have been adopted in various disciplines, such as economics, engineering, 
chemistry and psychology. In psychology, for example, behaviourists were prominent in this 
regard. They wanted to transform psychology into a science and move away from the influ-
ence of Freudianism and other speculative theories of the psychē. They wanted to avoid im-
puting content to the mind that could not be verified (Buckley 1989; McLeod 2007). Persons, 
accordingly, were accorded the status of black boxes.

As black boxes, nothing would be attributed to persons that could not be publicly re-
viewed. No longer should reference be made to dubious notions such as consciousness, a self, 
and most notably the  unconscious. These factors, according to behaviourists, only detract 
from sound analysis. Accordingly, the only valid explanations should be attributed to stimuli 
and responses, otherwise known as inputs and outputs. 

In economics, black boxes have performed a  similar function particularly with large 
amounts of data. Predictive power appears to increase with black box models. As a conse-
quence of the increased connections that are possible, black boxes can make more of the data 
that are available. The problem, however, is that analysis may begin to drift away from the orig-
inal information. Thus reality may be obscured by the data, although analysis is improved.

In aerospace engineering, the use of the black box is also applauded to determine what 
happened and to learn from accidents. However, this method does not provide a holistic view, 
for example, the past/present/future of an accident. Neither is the context revealed. Without 
this additional information, not much can be learned about actual events from these mod-
els. Although some simulations and projections can be made, these analyses tend to be very 
sterile. 

Examples such as psychology and economics, and similar gambits in other fields, set 
the stage for speculating about explanations (Mullainathan and Spiess 2017). While trying to 
be scientific, legitimacy was ascribed to unknown elements to explain behaviour or events. 
What AI has done is to follow a well-worn path. Although black boxes can come to be treated 
as problematic, the use of AI is proceeding with almost universal applause. 

References to black boxes arise most often because of the complexity accorded to algo-
rithms (Cassawers 2020; Savage 2022). What is going on in these devices is thought to be too 
complex for humans to handle. Particularly at the level of so-called deep learning, the issue 
of dimensionality comes into play (Shashmi 2021). That is, as inputs are processed through 
the  layers of nets, geometric relationships are established that are beyond the capability of 
humans to visualise. Also, transmissions can occur non-linearly and recurrently. The result 
is the claim that these processes cannot be recounted, and thus the rules that are followed are 
dismissed as mysterious. At this point, this activity becomes a black box.

The so-called weak black boxes can be reversed engineered, whereas strong or deep 
boxes allegedly cannot. The earlier categories that set this process in motion are accessible, 
while later or deeper directions are thought to involve internal modifications that are difficult, 
or nearly impossible, to retrace. These later actions do not adhere to predefined scripts, in 
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the strict sense, and therefore are thought to defy rules. The modifications, that take place and 
are regularly linked to learning, are attributed to almost spontaneous actions that cannot be 
easily reproduced. 

Many critics of black boxes claim that the ‘veiled logic’ that is, in fact, operating is acces-
sible (Mir and De Blanc 2023). Those who are interested in discovering these operations have 
to merely look under the hood, so to speak. But regularly, this advice is dismissed as useless. 
What is going on at the deeper functions of algorithms is pushed aside as beyond human 
comprehension. Although there is little doubt that increased complexity requires difficult 
work in retracing these activities, inaccessibility is another question. Clearly, time consuming 
and tedious interventions are needed to reveal the logic that is in play.

Developers know that ‘flags’ can be installed during coding, so that explainability can be 
managed. But this work is time consuming. In the end, ethics and decency are killed by prof-
its. For example, the documentation debt is a cost that designers want to avoid. But as Bender 
et al. (2021: 615) declare, ‘without documentation, one cannot try to understand training 
data characteristics in order to mitigate some of these attested issues or even unknown ones’. 
Hence their solution is ‘to budget for documentation as part of the planned costs of dataset 
creation, and only collect as much data as can be thoroughly documented within that budget’. 
(Bender et al. 2021: 615).

Explainability, in fact, can go in a variety of directions when attempting to explore these 
mysterious boxes (Miller 2019). For example, does the entire operation need to be revealed? 
The answer to this question leads to issues of time and effort. And then in the end, resources 
have an important role in determining how much can be explained. Explainability is thus not 
merely a matter of taking a close look at the design of an AI platform. There may be many 
logistical constraints that stifle a thorough examination (McDermid et al. 2021). Additionally, 
various stakeholders and interests make explain ability a multidimensional task.

Nonetheless, at the heart of this discussion is whether anything is ever beyond human 
comprehension. What comes to mind at this point is Nietzsche’s (1997) declaration that noth-
ing human is foreign to persons. Applied to algorithms, his idea is that humans invented these 
devices, so why are they readily treated as black boxes? In this regard, increased effort does 
not lead automatically to inaccessibility, because some sort of leap seems to be taking place 
that stifles the investigative spirit and abilities of persons. 

Here is where philosophy comes on the scene. As suggested earlier, a philosophical po-
sition is available that allows black boxes to make sense, that is, to become a refuge for pro-
cesses that defy easy explanation. Exposing this philosophy is necessary to facilitate bringing 
real transparency to algorithms. As long as black boxes are considered legitimate, limits to 
explainability will be entertained that extend beyond logistical issues. Simply put, algorithms 
may be viewed as inevitably beyond human knowledge and control.

BLACK BOXES AND PHILOSOPHY
Historically, the recognition of black boxes has accomplished a couple of aims. In general, 
a safe space to operate became available. This place allowed for the establishment, for exam-
ple, of an objective space divorced from contingency, a  location where reason can operate, 
and a reliable foundation for knowledge. Additionally, operations can be dumped there for 
a variety of reasons. In the case of AI, black boxes allow for complex processes to be ignored 
or hidden, while useful knowledge is put into practice without revealing anything. 
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Black boxes are accorded the status of the nominal realm described by Kant. What this 
designation means is at a specific domain placed beyond human experience and accessibili-
ty. The content of this sphere, accordingly, remains unknown but powerful. While in Kant’s 
scheme the noumena cannot be known, this realm represents reality. To acquire valid knowl-
edge, persons must strive to gain access to this domain. Failure to do so means that only 
limited knowledge is available to humans. 

By making a distinction between everyday existence (phenomena) and the noumena, 
Kant is following a  trend in Western philosophy. Throughout most of this history persons 
have had to transcend, or overcome, the everyday world to acquire reliable knowledge and 
correct ethical guidance. This advice is sustained by quite a fiction.

This tendency became evident circa 1600 with the writing of Descartes (Gombey 2007). 
What Descartes did is make obvious the dualism that was operating behind the scenes in earlier 
philosophies. While earlier writers speculated about a theory or ethereal foundations of knowl-
edge and ethics, Descartes made a straightforward tact that avoided this ambiguity and hypoth-
esising. He argued that the mind (res cogito) and matter (res extensa) could be separated. What 
he made explicit is the dualism that enables spaces to exist where absolute foundations can be 
positioned. With the mind separated categorically from what is known, a situation is available 
where these absolutes can exist. At least theoretically, there is some justification for the existence 
of places that are unaffected by the contingencies and limitations inherent to the mind.

Wheather dualism can ever be overcome, so that these obscured realities might be re-
vealed, is another issue. What can be stated, however, is that these realms are possible due to 
this philosophy. Black boxes have been the beneficiaries of this dualism. Because of this phil-
osophical principle, black boxes, for good or bad, can be assumed to operate beyond human 
awareness. Ineffable, non-contingent operations can thus be given credence without much 
consternation.

In black boxes, the  focus is not competencies but execution. ‘A simply leads to B’, al-
though this association can become quite convoluted. Nonetheless, a coherent system of op-
erational logic is presumed to be present. Specific input leads to particular output that seems 
to make sense, in the absence of the intricacies of the connections being revealed. The dual-
ism that supports these black boxes inspires this confidence. After all, in the purity of these 
spaces the exact logic that is attributed regularly to AI is possible (Poster 2001).

As long as this style of thinking continues, AI will remain a closed system; the mystery 
associated with this invention will continue. Indeed, any suggestion that humans can exert 
control of algorithms will be treated as wishful thinking, since a real investigation of these de-
vices is imagined to be too daunting. Successfully navigating a black box, given human flaws, 
seems to be an impossible assignment. But both experts and laypeople have the right to know 
what AI is doing. This belief is expressed in multiple documents by governments and regional 
agencies, like the EU AI Act.* What is also happening is that AI ethics has been invented to 
analyse and avoid problems.

What contemporary philosophy adds to this discussion is important. Following the an-
ti-dualistic stance that is taken, an honest portrayal of AI is possible. At least blaming the com-
plexity of algorithms for a failure to investigate these devices will not appear to be a reasonable 

* Visit https://artificialintelligenceact.eu. Art. 52 talks about ‘New Transparency Obligations for Certain 
AI Systems’. For a  summary, visit https://www.ceps.eu/wp-content/uploads/2021/04/AI-Presentation-
CEPS-Webinar-L.-Sioli-23.4.21.pdf? 
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decision. A black box rationale may not disappear right away, but the philosophy that supports 
their autonomy and opacity is challenged. Nietzsche’s (1997) theme that nothing humans invent 
is beyond their comprehension may be taken seriously, thereby inaugurating a new relationship 
between individuals and communities, and AI. 

NO MORE BLACK BOXES
Identifying the beginning of contemporary philosophy is difficult, although 1900 provides 
a relevant entry point. Around this time, important changes were taking place in many dis-
ciplines, including philosophy, the arts and physical sciences. What was emerging were chal-
lenges to the dualism that pervaded those areas of study. Writers in those areas were beginning 
to reveal what J. Gebser (1984) called a ‘world without opposite’. Along a similar line of thinking, 
G. Deleuze (1994) noticed that these developments were causing the world to disappear. 

Of course, neither contemporary philosophy nor art movements were destroying reality. 
Nonetheless, the dominant realism became more difficult to maintain. That is, persons were 
no longer facing, or encountering, a world but were intimately involved in creating whatever 
is known or comes to be accepted as real. This change is witnessed, for example, in phenom-
enology, existentialism, surrealism, and quantum theory (Bakewell 2016). Stated simply, hu-
man agency and reality now are inextricably intertwined.

From the viewpoint of L. McTaggart (2011: xix), Descartes ‘banished any kind of holistic 
intelligence … However, the latest scientific discoveries founded in quantum mechanics has 
shown that everything is relational.’ Her point is that persons and the world are interconnect-
ed; there is no real separation. The result is an effect that is called superposition, whereby any 
physical event can have various meanings simultaneously until a human intervention occurs. 
A human bond appears to be necessary to hold together even the physical reality together.

E. Husserl (1964) contributes to this trend with his notion of intentionality, which he 
defined as ‘consciousness is always conscious of something’. With this somewhat arcane phrase, 
he placed the dualism proposed by Descartes in jeopardy. Similarly, the indeterminacy effect 
that W. Heisenberg (1958) revealed in his trenchant experiments on light call into question 
the separation of the knower from the known. What they both stress is that nothing is im-
mune to the human presence and the concurrent influence, even physical reality. 

Following these announcements, writers in philosophy and other humanities began to 
explore new approaches to language. Under the general heading of poststructuralism, these 
contributors no longer treated language as a tool that enabled humans to highlight or point 
to objects in their environments (Poster 1989). This traditional viewpoint, sometimes called 
the  indexical thesis, was dualistic and treated these objects as things. The  job of language, 
accordingly, is to simply pinpoint their location in a system of things. In Descartes’ theory, 
these elements constitute the autonomous and objective res extensa, divorced from distrac-
tions provoked by humans. 

Recognised as the linguistic turn, those newer philosophers, such as M. Merleau-Ponty 
and R. Rorty, were proposing that nothing escapes from the inventive character of language 
(Rorty 1967). More specifically, language does not point to anything but mediates all knowl-
edge. The unavoidable conclusion is that reality is shaped by language. Values, beliefs and 
commitments, based on linguistic acts, organise the world that is considered to be real. For 
this reason, Merleau-Ponty (1973) characterised language as the prose of the world. 

In the sciences, T. Kuhn (1970) began to recognise this influence of language when he de-
clared that all findings are theory-laden. Given the pervasiveness of language, there is no longer 
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any hidden variables that can be introduced as explanatory factors. Nothing has the autonomy 
any longer to assume this role. Every setting is thus an interpretive sphere that projects possible 
realities and explanations consistent with the interpretations, or worldviews, that are in effect. In 
contemporary philosophical parlance, these worlds are interpersonally constructed. 

S. Fish (1979) summarises this trend nicely when he suggests that now interpretation 
goes all the  way down. As a  result, the  standard ultimate foundations have lost credibili-
ty – universal facts or rules are now embedded in language and deprived of any autonomy. 
Facts, for example, are no longer empirical references but accomplishments of individuals or 
groups (Pollner 1991). To echo Wittgenstein (1960; 1953) on this point, what is considered to 
be real depends on the ‘language game’ that is being played. In view of contemporary philos-
ophy, the reality of the world is both a linguistic invention and convention. Any reality that 
emerges and becomes paramount is both thin but substantial enough to attract attention and 
be taken seriously.

The problem is that language is disappearing in machine learning and AI because mod-
els like ChatGPT and BERT works on tons of ‘words’. This approach is not about language, 
or words, but the correlational patterns among things called words. Large language models are 
used currently in an attempt to make AI literate, that is, to speak as persons do in everyday 
life. But persons do not speak by linking words to objects in the environment. Instead, in line 
with contemporary philosophy, persons are connected to the world through a seamless use of 
language. For this reason, critics such as Bender et al. (2021) contend that these models are 
operating outside of language and are not likely to ever perform like humans. What they are 
saying is that the language game is not currently a part of AI development

As might be suspected by now, black boxes do not survive this critique. In the absence 
of dualism, these places are mediated thoroughly by language and lose their unique, autono-
mous status. As a result, they should not be treated blithely as unknown or beyond compre-
hension. They are clearly in reach of examination, due to their fundamental connection to, 
and origin in, human agency. To borrow from Sartre (2001), anyone who claims that black 
boxes are beyond scrutiny is acting in ‘bad faith,’ that is, denying the connection to human 
interests that is obvious. In a manner of speaking, consistent with anti-dualism, black boxes 
disappear as an excuse for not pursuing rigorous investigations of algorithms. 

CONCLUSIONS
After the  rejection of dualism, all algorithms are white boxes, or accessible. With nothing 
beyond human comprehension, complexity is no longer a  reason to evade a difficult task. 
A complex or time consuming investigation is not synonymous with wandering in the un-
known. Former black box actions can be traced to the interactions of variables and (re)tested; 
logic is operating that can be reported. For example, the filters can be identified that are sup-
porting the decisions that group data, even at the deeper levels of neural nets. With no place 
to hide, the logic of decisions cannot remain concealed.

This shift prompts a new realisation about AI. Specifically, the recognition of black boxes 
only encourages the mystification of this technology. Explainable AI (XAI) is striving to avoid 
this inevitability (Bleicher 2017; Varma 2021). But this movement needs a guiding philoso-
phy. The point must be made clear that no human creation is inherently unknowable if this 
attempt to reclaim AI is going to succeed. There is a story operative at the basis of algorithmic 
operations. These narratives may not follow an exact chain of rules, and may even skip steps. 
But nothing mysterious is happening. 
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On a practical note, one possibility is to apply ‘adversarial design’ to the creation of al-
gorithms (Morozov 2013). What Morozov is suggesting is to think against the grain in AI 
development. He believes that by exploring alternative design options, a critical awareness 
can be promoted about how to foster AI that is compatible with human desires and avoid 
the reductionism associated with black box strategies. His point is move beyond consensus 
and safe options – the usual format – to push the boundaries of AI development to include 
a wide range of individual or community experiences. In effect, Morozov (2013: 328) is re-
ferring to a philosophical shift that is necessary to increase personal and collective awareness 
and human flourishing. Different from Explainable AI, Morozov is attempting to offer an 
alternative, non-dualistic philosophy to support a humane AI. 
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J O H N  W.  M U R P H Y,  C A R LO S  L A R G AC H A - M A R T Í N E Z 

Juodosios dėžės, ribojančios žmogaus klestėjimą, 
nebegalimos naudoti kuriant dirbtinį intelektą (DI) 

Santrauka
Daugelis kritikų dirbtinį intelektą laiko labai abstrakčiu. Šiuo atžvilgiu algoritmai 
įprastai vadinami juodosiomis dėžėmis ir atskiriami nuo žmogaus įsikišimo. Tam tikras 
filosofinis manevras palaiko šį rezultatą. Šio straipsnio tikslai yra 1) atskleisti filosofinį 
požiūrį, prisidėjusį prie šio atstumo tarp DI ir žmonių, ir 2)  pasiūlyti alternatyvią 
filosofinę poziciją, kuri gali priartinti šią technologiją prie individų ir bendruomenių. 
Bendras šio straipsnio analizės tikslas yra humanizuoti DI, pašalinant algoritmų, kaip 
juodųjų dėžių, konceptualizavimo trūkumus.

Raktažodžiai: dualizmas, dirbtinis intelektas, paaiškinamumas, kalbinis posūkis, anti-
dualizmas
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