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This study undertakes an analysis of the concept of Al literacy, a topic that is becoming
increasingly prominent in contemporary education, particularly with regard to its phil-
osophical underpinnings. The argument presented herein demonstrates that reducing
humans to purely spiritual beings, a prerequisite for common understanding of Al lit-
eracy gives rise to unsustainable epistemic and educational assumptions. It is proposed
that, in accordance with empirical realism as derived from the pragmatic philosophy
of Lakoft and Johnson, the definition of Al literacy should be established as a dynamic
structure of critically reflected experiences from interactions with AI This is posited
to enable the ability to effect change in everyday life and address the challenges facing
humanity.
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INTRODUCTION

The development of generative AI presents numerous practical issues that impact various
aspects of Al work (Graves 2023). We can encounter discussions about authenticity, ethics,
social and environmental issues, legislation or education. This study will focus on a specific
aspect of the reflection on Al in education. We will attempt to analyse the epistemic-ontolog-
ical aspect of a particular unspoken assumption in defining AT literacy (Eguchi et al. 2021; Ng
et al. 2021), namely the assumption of disembodied entitativity.

The study is predicated on the hypothesis that Al literacy is conventionally anchored
in a rationalist conception of thinking, characterised by the abstract logical manipulation of
terms and concepts. The aforementioned conception is then linked to specific steps or com-
ponents of competency frameworks pertaining to Al literacy. In this study, a novel approach
will be adopted. An attempt will be made to supplement the perspective of individual studies
with a pragmatic concept of physicality as a crucial component of thought. This will result
in the possibility of reformulating AI literacy, taking into account aspects of physicality in
the process of thinking and acting. The study builds on the ideas of Dreyfus (1984; 2017), who
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addressed similar issues in the context of the philosophy of artificial intelligence, seeking to
connect it with corporeality and a pragmatic-phenomenological approach.

Lakoff (1990) systematically accounts for two broad philosophical traditions, distin-
guishing between objectivism and experientialism. As largely schematic as his conception is,
it juxtaposes two ways in which elements are categorised, according to Lakoff (Lakoff, John-
son 1999). The selected criteria are presented in the Table.

Table. The relationship between objectivism and experimentalism in Lakoff (1990)

Objectivism Experimentalism

Thinking consists of the mechanical manipulation of

Thinking i nnectin rien
abstract symbols ing is about connecting experience

Thinking is independent of the body Thinking is dependent on the body

The mind is the mirror of experience The mind is dependent on environmental factors

Thinking is atomistic; it can be divided into sub- Thinking has the properties of a whole creature (Gestalt)

building blocks
Thinking is logical Thinking is structured organically through a network
of vouchers
Thinking is predominantly conceptual Thinking is dominantly imaginative

Lakoft and Johnson argue that, however, much cognitive science has developed in
the last forty years and influences the specific scientific production in its field, this does not
mean that the older Objectivist thinking has wholly left the academic discourse and, above all,
the space of ordinary thinking (Lakoff 1986; Johnson 2007; Johnson 2017). It is the conten-
tion of the aforementioned parties that, over the past two and a half millennia, we have been
so profoundly influenced by the Objectivist paradigm that we have come to implicitly project
it into our thinking. The present study will investigate the definition of AI literacy, which
is defined as the ability to interact with AI in everyday life, consistent with the commonly
understood meaning of literacy, despite any disputes that may arise. Respectively, we will, in
the first step, subject selected approaches to this new form of literacy to analysis and observe
in which paradigm, as set out by Lakoff (1990), they are located and why.

This analysis has a broader meaning and purpose that we would like to emphasise here —
the philosophy of education has long focused on an objectivist discourse, only with the ad-
vent of reformist pedagogies in the early 20th century. The century opened up the space for
questioning who is being educated and what we want to educate them to do (Levin 2000;
Hart 2001; Beckett 2013). What is breaking down is the dominant discourse expecting a com-
mon package of knowledge to be delivered to students through a metaphor well-known as
the Nuremberg funnel. It was not until the pedagogical concepts of Montessori or Dewey
turned attention (after many centuries) to the human being and the question of an anthropo-
logical ideal (Dewey 1923; Burnett 1962).

To ask about the human being is to allow corporeality to enter the process of educa-
tion, but no longer in terms of xadoxayabia, but in new perspectives influenced by sociology,
psychology, and other disciplines. It is just such a perspective that Johnson (2017) considers
when he emphasises the importance of corporeality in cognition. In this respect, he agrees
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with Lakof that all cognition is realised in a particular setting based on bodily experience in
some complex form.

However, there are traditions of cognition and education that are firmly anchored in
the objectivist paradigm, such as analytic philosophy or, more generally, evidentialist or
positivist approaches, which form a substantial part of the tradition of thought from which
the great language models of generative Al emerge (Dale 2021; Cobb 2023), that can be com-
bined in this study with ChatGPT for simplicity and illustration, but the considerations will
apply by analogy to any other systems of this kind.

These traditions can be seen on three levels firmly imprinted in the design of such chat
tools:

. Turing tradition (French 2000; Brynjolfsson 2023) - thinking is identified with lan-
guage. If we can create systems that do not distinguish between communicating with
machines and humans, they can be considered intelligent. For example, this con-
ception is often criticised by pointing to the Chinese room problem (Searle 1982).
However, underlying this is a broader belief linking language and thought (cf. humans
are animals that can make promises - use language, among other things). The empha-
sis in design is on the fluency and naturalness of speech.

o Pragmatist tradition - there is no point in analysing the differentiation between
thinking and acting as a jointly interconnected whole (Dewey, Bentley 1949; Johnson
2006; Sip 2019). The design of the tools is implemented to resemble an interactive
chat environment. This creates a whole shared interpretive framework that leads to
increased believability.

« The positivist tradition — truth has a probabilistic character (Canton 2018). Artificial
neural networks in large language models generate sentences and propositions based
on probability, rather than on the correspondence of the proposition to reality or
the active, deliberate construction of reality.

What we want to highlight in the study is that the pragmatist tradition presupposes cor-
poreality, and that corporeality is an essential part of the experience (Damasio 1994, 2018;
Gallese, Cuccio 2015), which can only lead to the emergence of a concept of particular lit-
eracy. It is not possible to create competency frameworks without critical reflection on cor-
poreality. At this point, we should further clarify what corporeality means in the context of
working with Al For us, corporeality is intertwined with emotionality, a sense of personal
bodily integrity (and the associated level of trust, responsibility or fear), an emphasis on im-
aginative action, and above all, a way of constructing knowledge through base categories that,
for different settings and different experiences of them, lead to other ways of forming ideas,
experiences and ways of thinking about selected phenomena (Lakoff 1990; Johnson 2017), in
our case over artificial intelligence and working with it.

DISCURSIVE APPROACHES TO Al LITERACY
Analysing the phenomenon of Al literacy is not trivial, but in principle, we can identify five
basic discursive definitions that appear in it.

The first discourse views Al literacy as a technical, logically structured ability to work with
specific tools and programming languages (Yi 2021; Adams et al. 2023; Chen, Lin 2023). It aims
to create new technological applications. They believe that if one knows the technical back-
ground or details of the selected technology, one will be more competent to operate it. However,
such a notion is highly problematic - a metallurgical expert may not be a better hammer user
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than a plumber, even though his knowledge of materials is incomparably higher. What matters
for competence or literacy is the achievement of goals, not the internal technical description.

AT literacy, as a set of sub-competencies (Ng et al. 2021), is a discourse that precisely
enters the field of utility, seeking to analyse what needs to be learned to work with Al ethically
and successfully. Typical of this discourse is the combination of social, ethical and technolog-
ical levels of working with Al in a rationalist framework. Logically, reason, learning proce-
dures and good practice help us achieve our desired technological goals.

Al literacy as part of the competence structure (Wiljer, Hakim 2019; Long, Magerko
2020; Wienrich, Carolus 2021) points out that AT literacy is not an isolated phenomenon but
part of a broader body of other knowledge, skills and competencies that always need to be
enriched with an AI component. Again, such an approach works with a strongly rationalistic
and atomistic understanding of knowledge, as certain elements can be inserted and added
to specific structures, thus developing them. However, the specifics of generative Al can be
imagined as a situation that may lead to regressions in academic skills or approaches through
additive effects.

AT literacy as a prerequisite for future success in the labour market (Eguchi et al. 2021;
Cetindamar et al. 2022) builds on Zurkowskis (1974) work on information literacy in
the 1970s. This concept states that the goal is to acquire skills and knowledge that align well
with the employee’s competency profile (ideally, objectively formulated) to enhance their job
effectiveness. The discourse relies on a notion that emphasises the presence of universal com-
petency frameworks and practices aimed at improving work efficiency, which is insufficient.
However, technological means are constantly improving.

It can be easily said that the discourse surrounding these four concepts is distinctly ra-
tionalist, expecting humans to be technologically enhanced and viewing education or literacy
as a set of logical, rational practices (Floridi 2019 b). This conception appears to be contra-
dictory. If the objective of Al literacy is to establish an objectivist-rationalist structure of ob-
served rules, which is to be designated ‘educational content, then the replacement of humans
by artificial intelligence may be more effective precisely in these areas (Bory 2019). Replacing
humans with technology is thus only a matter of time. When Heidegger (1967a) says that
we live in the drag of technology, he is probably referring to this aspect: technology creates
a particular matrix of thought that man merely fills, trying to be more efficient (in the sense of
being more productive). Still, within his procurement of technically shaped epistemic struc-
tures, he cannot help but fail. Because ‘The teacher who cannot teach more than the machine is to be
replaced and will be replaced’ (Brdicka 2024: 1).

Thus, a discourse linking AT literacy to everyday life may be crucial (Fyfe 2023; Leicht-
mann et al. 2023; Su, Zhong 2022) because everyday life is neither strictly rational nor logical;
it is narrative, and corporeality and emotionality play a significant role. These ‘non-rational
corporeal values’ are at stake in the personal experience of the everyday. When Heidegger
speaks of authenticity, it is essential to stress that he relates it to the reflection of corporeal-
ity, as well as his account of the transcending scale of Dasein (Heidegger 1967 a; Heidegger
2000).

Al LITERACY AS AN EVERYDAY REALITY

The objective of this chapter is not to provide a systematic analysis of the relevant studies
that have followed the discourse of experimentalism studied, but rather to develop a more
robust framework of thought that will allow for a deeper and more philosophically adequate



55 ISSN 0235-7186  eISSN 2424-4546 FILOSOFIJA. SOCIOLOGIJA. 2026.T. 37. Nr. 1

structuring of the concept of Al literacy. This will be based on Lakoff and Johnson’s scheme of
thought (Lakoff 1990; Lakoff, Johnson 1999; Johnson 2017).

The goal of large language models is to simulate speech. If Wittgenstein (2012) was right,
the limits of language mean the world’s limits. The development of generative Al is shaping
a new ontological reality within the confines of new linguistic codes and concepts. A reality
that the user can enter and explore expands their experiential field, and, as Lakoff (1990) ar-
gues, changes their base categories, prototypical proxies, and the whole structure of thought
built on interactions and connections between sub-experiences and facts. Artificial intelli-
gence creates the world according to probabilistic models built over human data corpora, but
in a non-human way. It has no relation to truth, responsibility, or meaning, elements that, in
the context of the Greek tradition, shape the myth of speech as manifested in the beginning
of John (Jn 1:1).

If the word is ontological, then Adyoc¢ in the context of generative AI has two distinct mo-
dalities. Modalities for the other, why the human being, who through them enters a wider on-
tological reality, expands his knowledge and informational horizons, is changed by the world
he inhabits and to whom he must respond by transforming the everyday. The second modality
is the apparent inauthentic entity of a world that can be informationally grasped by generative
Al whose expansiveness and durability are determined solely by the number of tokens.

This creates a remarkable form of ontological asymmetry. Suppose Floridi (2014; 2019)
argues, inspired by Teilhard (1964), that technology creates a new ontological reality deter-
mined by informational interactions, which he refers to as the infosphere. In that case, we
must emphasise that a metaphysical reflection on the asymmetry of the infosphere’s ontology
is essential for AT literacy as an integral part of everyday construction. Suppose every day is
understood as constructing the self in the space we inhabit through the base categories and
experiences we are exposed to. In that case, this ontological aspect plays a crucial role.

It also seems necessary to change the way the epistemic grid is constructed. While stand-
ard information verification processes primarily focus on identifying hallucinations (Alkaissi,
McFarlane 2023; Elias, Alija 2023) and replacing them with accurate information, we need to
proceed quite differently in the context of generative Al. The problem lies not in the halluci-
nations but in structuring knowledge within an epistemic grid that shapes the user’s under-
standing of a particular phenomenon. Substituting one atomic datum for another solves only
a tiny part of the problem. We are faced with a situation in which Heidegger’s (1967 b) words
about life in the tow of technology take on special meaning and relevance (Bridle 2018).

Let us consider Al as an integral part of everyday life. It is necessary to highlight two
interconnected aspects — firstly, as Biana shows (2024), AI systems can easily replace hu-
mans, creating a sense of trust, acceptance and security, but without control of responsibility
and corporeality, this can lead to many problems, such as religious fundamentalism, which
is characterised by a significant narrowing of the field of experience. Thus, if, at the outset,
we considered the extension of ontological and epistemic reality, it may only be a process of
a specific pulse at the level of particular persons, leading to collapse.

Related to this is the second aspect that has received increasing emphasis in psychology,
namely Al-related well-being (Kaya Cinar, Cenkseven Onder 2025). AI may be associated
with several psychosomatic aspects, including the inability to experience pleasant feelings,
difficulty concentrating, or impaired quality of social relationships, as an integrated being. It
seems necessary in this context to think of AI not as a mvedpa phenomenon that meets human
Yoxn, but we must seek a more robust integrative conception of humanity. The productivity of
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labour, which has become a core economic narrative of liberalism in the context of technol-
ogy, can lead to a form of reductionism: humans become human resources, beings who fail
when they make mistakes or need to rest, compared to machines. It is a human limitation and
finitude, the possibility to doubt and to err, to possess corporeality, that gives us the chance
to determine the meaning of things and forms a specific, basic structure of the concept of Al
literacy that we must work within the context of corporeality.

Simultaneously, it is imperative to emphasise the development of AI systems in the do-
main of mental health support. This endeavour seeks to conceptualise the theme of human
support that is absent in the aforementioned objectivist-rationalist discourse (Li et al. 2023;
Montag et al. 2024) Al systems can support peoples feelings of contentment and mental
well-being, thereby fundamentally integrating into their everyday lives.

CONCLUSIONS

In this field, Al literacy can be understood as a dynamic structure of critically reflected experiences
of interactions with AL which leads to the ability to change one’s everyday life and address the challenges
posed to humans. In emphasising experience, we emphasise the very dimension of corporeality
central to structuring experience (Askay 1999; Gallese, Cuccio 2015; Johnson 2017).

It can be said that this epistemic field of accentuated experience simultaneously reveals
the educational approaches that can be taken to develop this kind of literacy (Dewey 1934;
Dewey 2001). It is essential in this field to establish reflexivity associated with situations into
which students are thrown in a way that, on the one hand, creates space for critical distance
and, on the other hand, creates an experience that allows one to work with these kinds of
tools in a particular situation — to work in a way, that is not necessarily critically reflective
at the time, but that will be based on the broader experience that one has made through
the environment (Lakoff 1990) in which one finds oneself with Al interacting with the rest of
the infosphere (Floridi 2014).
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HAL CERNY

Kiino ir dirbtinio intelekto rastingumo santykis kaip
$vietimo filosofijos problema

Santrauka

Siame tyrime analizuojama dirbtinio intelekto rastingumo samprata. Si tema tampa
vis svarbesné Siuolaikiniame $vietime, ypac atsizvelgiant i jos filosofinius pagrindus.
Pateiktas argumentas rodo, kad Zmoniy redukavimas iki grynai dvasiniy batybiy - tai
yra bitina saglyga bendram dirbtinio intelekto rastingumo supratimui - sukuria netva-
rias epistemologines ir edukacines prielaidas. Siloma, kad, remiantis empiriniu rea-
lizmu, kilusiu i§ pragmatikos George Lakoffo ir Marko Johnsono filosofijos, dirbtinio
intelekto rastingumas turéty buti apibréZiamas kaip dinamiska, kritiskai apmastyty sa-
veikos su dirbtiniu intelektu patir¢iy struktira. Toks pozitris suteikty galimybe keisti
kasdienj gyvenima ir spresti zmonijai kylancius is$tkius.

Reik$miniai ZodZiai: informacinis rastingumas, objektyvizmas, kaniskumas, epistemo-
logija, metaforos, $vietimo filosofija, bazinés kategorijos, aplinka



