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The problem of quasi-bound states for ultra-relativistic Dirac electrons and holes in electric and magnetic quantum dots in
graphene is discussed. It is shown that these states with a rather long lifetime appear in an electric quantum dot in the case of a
large orbital momentum, and in a magnetic quantum dot if its dimensions exceed the Larmor radius of the electron. The quasi-
bound state properties are analysed by using the local density of states technique the application of which is demonstrated by
a simple one-dimensional model of the decaying state. In addition, the analogy between two-dimensional graphene and one-
dimensional polymers is discussed, which helps in understanding and interpreting the sophisticated features of the electron
spectrum.

Keywords: graphene, Dirac electrons, quantum dots, quasi-bound states

PACS: 73.63.Kv, 73.43.Cd, 81.05.Uw, 03.65.-w, 73.21.La

1. Introduction

During the last seven years, graphene (a single layer
of carbon atoms) has become a very active field of re-
search in nanophysics [1, 2] (see also [3] and references
therein). This new ideal 2D (two-dimensional) system
exhibits special excitations (electrons and holes) that
are very similar to the relativistic particles described by
the Dirac equation. Due to the so-called Klein effect [4]
the control of their behaviour by means of electromag-
netic fields is one of the most challenging tasks.

One of the most successful nanostructures for con-
trolling electron and hole behaviour are the quantum
dots (QDs) [5] that are confined quantum mechanical
systems with a discrete energy spectrum, or the so-
called “artificial atoms”. Nonrelativistic electrons, the
properties of which are described by the Schrödinger
equation, can be easily confined by electrostatic con-
finement potentials. It is impossible to confine elec-
trons in graphene into an electric QD due to the above-
mentioned Klein effect. In this case we need to con-
sider not the QD that localises an electron, i. e. in which
the electron stays for an infinitely long time, but a QD
that can trap the electron for a long enough time. From
the experimental point of view such quasi-bound state
is actually equivalent to the bound state in the QD.

The theory of a quasi-bound state has a long his-
tory. The first theory was developed by Gamow [6],

and then improved by Gurney and Condon [7]. The
most comprehensive explanation of its various proper-
ties was achieved via solution of simple models [8].

The quasi-bound states of QDs in graphene were
described by means of a quasi-classical approach [9],
which was successful in the case of QDs with a smooth
confinement potential, and it was shown that electron
trapping occurs in the case of a large angular momen-
tum of the electron. The case with sharp QD borders
was considered in Refs. [10] and [11].

The main task of this paper is to present the local
density of states technique as a means for defining the
quasi-bound state and to describe the way of its cal-
culation by comparing the electric and magnetic circu-
lar dots with sharp borders for Schrödinger and Dirac
electrons. Casually, we pursue two other pedagogic
purposes. First, we draw attention to the analogy be-
tween 2D graphene and 1D chain models of polymers,
which enables to explain the properties of graphene in
the most simple way. Next, we consider a simple 1D
model of a decaying state [8] for introducing the local
density of states and showing the way of its calculation.

The layout of the paper is as follows: in Section 2
we explain the main features of graphene by means of
its analogy to 1D chain models, in Section 3 the local
density of states is introduced and the way of its cal-
culation is discussed making use of a 1D model of a
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decaying state. The Section 4 is devoted to the descrip-
tion of the electric QD, in Section 5 the magnetic QD
for Schrödinger end Dirac electrons is discussed, and
in the last Section 6 our conclusions are given.

2. 1D chain model

It is known that electrons and holes in graphene be-
have like relativistic particles and can be described by
the Dirac equation. These features are mainly caused
by a specific honeycomb graphene lattice, namely, two
carbon atoms in a primitive cell and a half-filled con-
duction band. The most simple way to understand this
behaviour is to exploit the analogy of graphene and a
1D chain model of polymer. So, following [12] we
assume that there is a corrugated 1D lattice of carbon
atoms shown in Fig. 1 like in a fixed molecule of trans-
polyacetylene. It is characterised by the lattice constant

n n+1n-1

un
vn vn+1vn-1

un-1 un+1

a

Fig. 1. (Colour online) Corrugated 1D lattice.

a and a primitive cell, shown by the shadowed rectan-
glein Fig. 1, containing two atoms. In the tight-binding
approximation the motion of the electron in this lat-
tice (the jumping between the neighbouring atoms) is
described by the amplitudesun andvn satisfying the
following Schrödinger equation set:

i
∂

∂t
un =−i(vn−1 + vn) , (1a)

i
∂

∂t
vn = i(un + un+1) . (1b)

Here and further we use the dimensionless units mea-
suring all distances in lattice constantsa, energy in
units related to the tunneling amplitudeW , and time in
~/W units. It is convenient to present the above equa-
tions in a compact matrix form:

i
∂

∂t
ψn = Hψn , ψn =

(
un

vn

)
(2)

with Hamiltonian

H = i

(
0 −1− T−1

1 + T 0

)
(3)

and the translation operator defined as

Tun = un+1, T vn = vn+1 . (4)

Choosing the amplitudes as(
un(t)
vn(t)

)
=
(
u
v

)
ei(2kn−Et) (5)

that are in agreement with the lattice invariance in re-
spect of time and coordinate translation and inserting
them into Eqs. (1) we arrive at the following matrix
equation:

E

(
u
v

)
= i

(
0 −1− e−2ik

1 + e2ik 0

)(
u
v

)
. (6)

At last, solving the above eigenvalue problem we ob-
tain the electron spectrum

E± = ±ε(k) ≡ ∓2 cos k . (7)

It is shown in Fig. 2(a) by two crossing (red online)
solid curves. These two spectrum branches are a con-
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Fig. 2. (Colour online) (a) Electron spectrum for the corrugated 1D
lattice. (b) Long wave approximation.

sequence of the chosen Brillouin zone (0 < k < π) re-
lated to the primitive cell with two atoms in it. If the lat-
tice is not corrugated (like in polymer polyethylene) the
primitive cell will be twice smaller (with just a single
carbon atom in it), the Brillouin zone (−π < k < π)
twice larger, and there will be just a single branchE+

prolonged by the (blue online) dashed curve. In the
corrugated lattice, this dashed piece of branch is just
shifted to the right byπ to the position ofE−. The
crossing of spectrum branches, denoted by the shaded
rectangle, is a consequence of a different symmetry of
them. The reason is that the corrugated lattice has an
additional symmetry: it can be translated by the dis-
tancea/2 with following inversion in the perpendicular
direction (in crystallography such symmetry is known
as a glide-reflection plane). That is why the spectrum
branches can be distinguished by a certain additional
quantum numberκ± = ±1 (the sign coincides with the
energy sign in Eq. (7)) that is an analogue of chirality
in a 2D graphene case.

There is one more important point that makes a 1D
polyacetylene chain similar to a 2D graphene case.
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This is band filling. The fact is that a carbon atom has
four electrons in the outer shell, and only three of them
participate in lattice formation. The last one goes into
the calculated conduction band and half fills it. So, at
zero temperature the Fermi energyEF is exactly at the
crossing point. In the case of low temperatures, only
the states close to this crossing point are excited: the
electrons above and the holes below it.

In graphene, the conduction band is about 20 eV
wide. Thus room temperature, 300 K, is very low com-
pared to this band width. For this reason, it is not nec-
essary to take the entire energy band shown in Fig. 2(a)
into account. Only a small shaded region shown sep-
arately in Fig. 2(b) (corresponding to theK points in
graphene) is of importance. If for the sake of conve-
nience we move the origin of the Brillouin zone to point
π/2 (i. e. changek → k + π/2), we have the spectrum
consisting of two crossing linear branches with differ-
ent chirality, as it is shown in Fig. 2(b). In this so-called
long wave approximation (k � 1) the energy spectrum
reads

E±(k) = ∓2 cos(π/2 + k) = ±2 sin k ≈ ±2k , (8)

and the matrix Hamiltonian (3) can be rewritten as

H = i

(
0 −1−e−2i(k+π/2)

1+e2i(k+π/2) 0

)
≈ 2

(
0 k
k 0

)
.

(9)

This Hamiltonian acts on a (5) type wave function. To
generalise it for any slowly varying wave function, we
have to replacen byx, and the momentum2k by its dif-
ferential analogue−i∂k/∂x, what converts the above
Hamiltonian into

H =
(

0 −i∂/∂x
−i∂/∂x 0

)
= px

(
0 1
1 0

)
= σxpx ,

(10)
whereσx is the Pauli matrix. Equations (8) and (10)
can be easily generalized for the 2D graphene case.
Thus, replacingσxpx by the scalar product of 2D vec-
torsp = {px, py} andσ = {σx, σy} and going back to
initial dimensions we have

E(k) = ±~vF |k|, H = vFσ · p , (11)

where vF is the Fermi velocity that in the case of
graphene is106 m s−1.

Using this analogy, the Klein effect becomes evi-
dent. Let us consider the penetration of a 1D electron
into the electric barrier shown in Fig. 3 by the step-
like (blue online) solid curve. The spectrum is shown
schematically as well. We assume that the electron is
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Fig. 3. (Colour online) 1D Dirac electron penetration into the elec-
trical barrier.

coming from the left side of the barrier (its momentum
is indicated by the (red online) solid circle1) with en-
ergyE that is smaller than the barrier heightV0. In
the standard Schrödinger case, the electron interact-
ing with the barrier changes its momentum into that
shown by the (green online) open circle3. In the above-
considered Dirac electron case, however, this momen-
tum change is forbidden due to the different chirality
of both spectrum branches shown by solid and dashed
curves. That is why there is just one way for the elec-
tron, namely, it can penetrate the barrier with the prob-
ability equal to unity, converting itself into a hole with
the momentum indicated by the (violet online) solid
circle2.

In the case of 2D graphene the transmission (or re-
flection) through the barrier is more complicated due
to a more sophisticated chirality. The probability for
the electron to pass the electric barrier has been stud-
ied in [4]. The result is shown in Fig. 4 in the directive
pattern form. We see the incident angle dependence

0

0.4

0.4

0.8

0.8

90

60

30

0

Fig. 4. (Colour online) 2D transmission through the electrical bar-
rier, according to the results presented in [4].

of the probability for the electron to transmit the bar-
rier of 100 nm width. The barrier height is 200 meV,
and the energy of incoming electron is 80 meV. Due to
the finite barrier width there are some angles at which
the probability for the electron to transmit the barrier
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is equal to unity. But for us the most important thing
is that there are some angles (one of them indicated by
the dashed (blue online) arrow) where this probability
is rather small. Because of these angles with a small
penetration probability there is a hope to trap the elec-
tron into the round electric dot if its angular momentum
corresponds to these peculiar angles, and consequently,
some quasi-bound states have to appear.

3. Local density of states

Before considering electron behaviour in a QD we
have to decide what to calculate. Considering the fi-
nite systems such as quantum dots (QDs), or “hand
made atoms”, the main attention is paid to the electron
spectrum, namely, the energy and eigenfunctions of the
bound states. There are no bound states in a QD in
graphene due to the above-mentioned Klein effect, and
therefore it is necessary to deal with the quasi-bound
states if there are ones. There is a hope that in this case
the role of spectrum can be played by the local den-
sity of states. Indeed, when performing measurements
we have to perturb the system by some external force.
The main mathematical means to characterise the influ-
ence of this force is the golden Fermi rule defining the
probability of some quantum transition of the electron
system:

W =
2π
~
|V |2ρ(ε) . (12)

HereV is the matrix element of the potential charac-
terising the interaction of the system with the external
force, andρ(ε) is the system density of states that de-
scribes its possibility to react to the above force. For-
mally, in the case of a finite system with the discrete en-
ergy spectrum, the above quantity is defined by means
of the following sum of Dirac functions:

ρ(ε) =
∑
n

δ(ε− εn) (13)

over all unperturbed system states. When apart from
the spectrum the electron distribution is of interest, a
more convenient quantity is the local density of states
that is defined as the above sum weighted by the corre-
sponding wave function squared

ρ(ε, r) =
∑
n

δ(ε− εn)|ψn(r)|2 . (14)

Generalising these both expressions we introduce the
density of the states in the quantum dot

ρdot(ε) =
∑
n

δ(ε− εn)
∫

d2r f(r) |ψn(r)|2 , (15)

wheref(r) is some aperture function characterising the
interaction of electrons with the measuring probe. For
instance, such quantity appears in the description of the
tunneling current directed perpendicularly to the dot, or
in the near-field infrared absorption by the QD.

In order to construct a calculation scheme for the
above-introduced local density of states in a QD, it is
worth to consider the most simple analytically solv-
able model of the decaying state [8] (see also [13]
where various approximate methods are analysed). In
this model the standard Schrödinger electron moves in
the potential shown by the (blue online) solid curve in
Fig. 5.
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Fig. 5. (Colour online) Potential of the model 1D system.

This potential divides the positivex-half-axis (the
region of 1D electron motion) into two parts. PartI
(0 < x < 1) is actually the QD with the hard wall on
its left side and separated by the Dirac function (weakly
penetrable wall) from the infinite partII (1 < x <∞).
Due to this contact with partII, the QD is not station-
ary, and the electron inserted into it (say, by means of
the initial conditionΨ(x, 0) = Φ(x)) escapes to infin-
ity sooner or later.

In order to apply the density of states definition
(15) we include the additional hard wall at the point
x = L + 1 (shown by the (light blue online) dashed
curve) converting the system into the finite one. At the
end of the calculation we shall take the limitL → ∞
moving this additional wall to infinity and turning back
to the initial infinite system with the continuous spec-
trum. Now we can apply the methods of spectrum anal-
ysis and solve the standard eigenvalue problem

(H − εn)ψn(x) = 0 (16)

with the Hamiltonian

H = −1
2
∂2

∂x2
+ V (x) . (17)
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The solution of the above equation in both parts (I and
II) obeying the hard wall boundary conditions reads

ψn(x) =

A sin(knx), 0 < x < 1

B sin[kn(x− L− 1)], 1 < x < L+ 1
,

(18)
corresponding to the eigenvalueεn = k2

n/2. Assuming
the wave function continuity at the QD border (x =
1) and replacing the Dirac function included into the
potential by the corresponding boundary condition for
the wave function derivative discontinuity, we obtain
the following equation set of algebraic equations:

A sin kn =−B sin(knL) , (19a)

ADn =B cos(knL) , (19b)

where

Dn = D(kn), D(k) = cos k +
2P
k

sin k . (20)

Zeroing its determinant, we arrive at the equation

tan(kL) = − 1
D(k)

sin k (21)

for the definition of eigenvalueskn and energiesεn.
Having in mind the normalisation of eigenfunction

and the limitL → ∞, we obtain the coefficientB =√
2/L. Then the coefficientA follows from Eq. (19a):

A = −B sin(knL)
sin kn

=
√

2/L tan(knL)

sin kn

√
1 + tan2(knL)

. (22)

Assuming that the aperture functionf(x) is concen-
trated in the QD and inserting the eigenfunction (18)
with the factor (22) into Eq. (15), we obtain the follow-
ing definition of the local density of states in the QD:

ρdot(ε) =
2
L

∑
n

δ(ε− εn) tan2(knL)
sin2 kn [1 + tan2(knL)]

C(kn) ,

(23)
where

C(k) =
∫ 1

0
dx f(x) sin2(kx) . (24)

The next step is to calculate the limitL → ∞. It is
necessary to pay attention to two points. First, accord-
ing to Eq. (21) the eigenvalueskn can be found as an
intersection of rapidly oscillating tangent curves with a
rather smooth curve in the right-hand side of that equa-
tion. Consequently, in the limit case the distance be-
tween the neighbouring eigenvalues can be estimated

as∆kn = π/L, and sum in Eq. (23) can be replaced by
the integral as follows:∑

n

· · · = L

π

∫
dk · · · . (25)

Next, this replacement can be performed only in the
case if there are no rapidly oscillating terms. This is
not the case, because there is a functiontan(knL) in
the right-hand side of Eq. (23). Fortunately, it can be
eliminated due to dispersion relation (21). Performing
this replacement we get

ρdot(ε) =
2
L

∑
n

δ(ε− εn)C(kn)[
D2(kn) + sin2 kn

]
=

2
π

∫
dk
δ(ε− k2/2)C(k)

Q(k)
=

2C(k)
πkQ(k)

∣∣∣∣∣
k=

√
2ε

,

(26)

where

Q(k) = D2(k) + sin2 k . (27)

Due to a weakk-dependence of the coefficientC(k),
the functionQ−1(k) determines the behaviour of the
local density of states. In the case off(x) = 1, it
is shown in Fig. 6 for variousP values. We see that
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Fig. 6. (Colour online) Local density of the states in the QD.

when the value ofP increases (when the right QD edge
becomes less penetrable) the resonant curves become
narrower approaching the energies of eigenstates of the
isolated QD that are indicated by the solid (black on-
line) vertical lines. In theP � 1 case, the curves be-
come of Lorentzian type and their broadening (recip-
rocal lifetime) coincides with that obtained by a com-
plex energy method or extracted from the exact solution
(see, for instance, Ref. [13]).

Our main task is the calculation of the local density
of states of electric and magnetic QDs in graphene by
means of the above-presented method.
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4. Electric quantum dot

We consider the QD in graphene following paper
[14], i. e. solve the eigenvalue problem

{H − E}Ψ(r) = 0 (28)

with Hamiltonian (11) and the diagonal cylindrically
symmetric electric potential

V (r) = VΘ(r − r0) =

0, 0 6 r < r0

V, r0 6 r <∞
(29)

added.
For the sake of convenience, we introduce dimen-

sionless variables and measure the distances in the units
of dot radiusr0 and energies in~vF /r0 units. For in-
stance, for a dot with radiusr0 = 0.1µm, the above
energy unit is 6 meV.

Inserting a two-component wave function

Ψ(r) =
(
A(r)
B(r)

)
(30)

into Eq. (28) we arrive at the following set of two equa-
tions:(

i
∂

∂x
+

∂

∂y

)
B=−[E − VΘ(r − 1)]A , (31a)

(
−i ∂
∂x

+
∂

∂y

)
A= [E − VΘ(r − 1)]B (31b)

for the wave function components. Changing the vari-
ables{x, y} → {r, ϕ} and operators

∂

∂x
− i

∂

∂y
= e−iϕ

(
∂

∂r
− i

r

∂

∂ϕ

)
, (32)

we rewrite Eqs. (31) as

[VΘ(r − 1)− E]A= ie−iϕ
(
∂

∂r
− i

r

∂

∂ϕ

)
B, (33a)

[VΘ(r − 1)− E]B= ieiϕ
(
∂

∂r
+
i

r

∂

∂ϕ

)
A . (33b)

These equations can be further simplified by using
the circle symmetry of our problem what enables to
express the angular dependence of the wave function
components explicitly:(

A(r)
B(r)

)
=
(
A(r, ϕ)
B(r, ϕ)

)
= eimϕ

(
a(r)

ieiϕb(r)

)
, (34)

where the integerm stands for the eigenstate angular
momentum. This assumption converts Eqs. (33) into

the following set of coupled ordinary radial differential
equations:

[VΘ(r)− E)] a=−
(

d
dr

+
m+ 1
r

)
b , (35a)

[VΘ(r)− E)] b=
(

d
dr
− m

r

)
a . (35b)

These two equations have to be solved in the inner (r <
1) and outer (1 < r) region of the dot ensuring the
continuity of both wave function components (a andb)
at the quantum dot edger = 1.

Insertingb from Eq. (35b) into Eq. (35a) we arrive
at the second-order ordinary differential equation(

d2

dr2
+

1
r

d
dr
− m2

r2

)
a = − [VΘ(r − 1)− E]2 a ,

(36)
which actually coincides with the Bessel function equa-
tion. The other wave function component can be easily
obtained from Eq. (35b). Thus, the solution inside the
dot (whereV (r) = 0) in the case of positive energy
E > 0 reads

a = FJm(Er) , (37a)

b = FJm+1(Er) . (37b)

Note that we did not include the Bessel function of the
second orderYm(Er) into our solution, as it is singular
at the originr = 0. Outside the dot (1 < r) the solution
is

a=PJm(κr) +QYm(κr) , (38a)

b=∓[PJm+1(κr) +QYm+1(κr)] , (38b)

where

κ = |E − V | , (39)

and the sign in the right-hand side of theb expression
coincides with the sign of(E − V ). Satisfying the
boundary conditions atr = 1 we obtain two equations
for the definition of three coefficients:F , P , andQ.
Drawing attention to the linearity of these equations we
see that they can be satisfied for any value of energyE.
This fact means that the energy spectrum is continuous,
and consequently, there are no bound states.

In order to find the possible quasi-bound states we
shall follow the procedure presented in Section 3 and
solve the eigenvalue problem in the finite circle with
the radiusR (r < R). At the end of our consideration
we shall calculate the limitR→∞. The wave function
componentsa andb are related to two carbon atoms in
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the primitive cell of 2D graphene as it was in the 1D
chain model discussed in Section 2. At the pointr = R
there is either typea or b atom, and the single exact
boundary condition depends on the actual configuration
of atoms at the QD edge. We restrict our consideration,
however, to the simple equation

a(R) = 0 , (40)

as the local density of states in the QD that we are look-
ing for is not sensitive to the microscopic details of the
auxiliary sample edge in the limitR→∞.

So, satisfying boundary conditions fora andb com-
ponents atr = 1 and Eq. (40) we obtain the following
set of algebraic equations for the coefficients:

FJm(E) = PJm(κ) +QYm(κ) , (41a)

FJm+1(E) = ∓[PJm+1(κ) +QYm+1(κ)] , (41b)

PJm(κR) +QYm(κR) = 0 . (41c)

We see that there are fast and slow oscillating functions,
as it was in the 1D case. As we are looking for the
limit R → ∞ the fast oscillating functions have to be
eliminated. It is easy to do this by performing some
steps similar to those we used in Section 3. We start
with replacing the Bessel functions in Eq. (41c) by their
asymptotic expressions, what results in

P cos
(
κR−πm

2
−π

4

)
+Q sin

(
κR−πm

2
−π

4

)
= 0 .

(42)
It is evident that the solution of this equation can be
chosen as

P =N sin
(
κR−πm

2
−π

4

)
, (43a)

Q=−N cos
(
κR−πm

2
−π

4

)
. (43b)

In the limiting case,R → ∞, the normalisation fac-
torN can be calculated just using the same asymptotic
wave function expression, namely,

1≈ 2 · 2π
R∫

0

r dr
(

2
πκr

)[
P cos

(
κr−πm

2
−π

4

)

+Q sin
(
κr−πm

2
−π

4

)]2
=

4N2R

κ
. (44)

The additional factor2 appears because both wave
function components (a and b) have to be taken into
account. Consequently, the normalisation factor reads

N =
√

κ

4R
. (45)

It follows from Eq. (43) that, first,

P 2 +Q2 =
κ

4R
, (46)

and next, the neighbouring eigenvalues are separated
by

∆E = ∆κ =
π

R
. (47)

Now by analogy with Eq. (15) we define the local den-
sity of states in the round QD corresponding to the or-
bital momentumm as

ρdot(E,m) =

2π
∑
n

δ(E − Em,n)
1∫

0

r dr f(r) [|a|2 + |b|2] . (48)

Assuming that the aperture functionf(r) fits entirely
in a dot, keeping in mind Eqs. (47) and (37), including
normalisationN into the definition of all wave func-
tion coefficients, and calculating the limitR → ∞ we
rewrite the above equation as

ρdot(E,m) =

κF 2

2

1∫
0

r dr f(r)
[
Jm(Er)2 + Jm+1(Er)2

]
. (49)

We see that within the accuracy of the experimen-
tal form-factor (the integral in the right-hand side of
Eq. (49)) the quantity

ρdot(E,m) =
1
2
|E − V |F 2 (50)

acts as a local density of states in the quantum dot area.
It is remarkable that the obtained local density of states
consists of two factors. One of them,|E − V |, is just
the density of states of a free 2D electron (or hole) in
the barrier region, while the other one,F 2, is its mod-
ulation caused by the quantum dot itself.

We solved Eqs. (41a) and (41b) together with equa-
tion

P 2 +Q2 = 1 (51)

numerically from which we obtained the coefficientF
and the local density of states in the QD (50). A typical
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example for the two components of the wave function
together with the confinement potential profile is shown
in Fig. 7.

r
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a, b
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b
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V =

E

m

10
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= 2

1 2 3

Fig. 7. (Colour online) Profile of the confinement potential ((green
online) dotted curve), and the two wave function components: (red
online) solid curvea, (blue online) dashed curveb. Barrier height

V = 10, energyE = 6, and orbital momentumm = 2.

As the energy is lower than the potential height we
see that two wave function components have a differ-
ent phase indicating the electronic type character of the
wave function inside the dot, and the hole type char-
acter outside it. The large value of the wave function
components inside the dot shows that this eigenfunc-
tion corresponds to the quasi-bound state.

The typical local density of states is shown in Fig. 8.
It exhibits peaks that can be associated with the quasi-

E

r

0 5 10 15 20

10

20

30

m = 0 m = 1

m = 2

Fig. 8. (Colour online) Local density of states as a function of
energy in case of barrier heightV = 12 for the orbital momenta
m = 0 ((red online) solid curve),m = 1 ((green online) dotted

curve), andm = 2 ((blue online) dashed curve).

bound states of the dot. The increasing background can
also be revealed, which is a consequence of the above-
mentioned factor|E − V | in Eq. (50) corresponding to
the density of states of a free electron or hole in the bar-
rier region. The three curves correspond to the orbital
momenta of electronm = 0, 1, 2. We observe the gen-
eral tendency that the larger the orbital momentum the
narrower the peaks. A very narrow peak is observed
when the energy is close to the barrier height (see the

curve form = 0). This tendency is even better seen in
Figs. 9 and 10 where the positions and broadenings of
the peaks are shown.

We fitted peaks in the density of states by Lorentzian
functionsanγn/{(E − En)2 + γ2

n} defining three pa-
rameters for any of them: positionEn, its broadening
γn, and amplitudean. Graphically, these parameters
are shown in Figs. 9 and 10 for two orbital momen-
tum m values as a function of the barrier heightV .

m = 0
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E

10

15

20

V
10 15 20

Fig. 9. (Colour online) Quasi-bound states with orbital momentum
m = 0 for a quantum dot in graphene. The energy of these states
is given by the solid curves, and their width (i. e. the inverse of
the lifetime) by the shaded region. The straight (red online) slanted

line corresponds toE = V .

m = 2

V
10 14 18

E

6

10

14

18

Fig. 10. (Colour online) Quasi-bound states with orbital momen-
tum m = 2 for a quantum dot in graphene. The energy of these
states is given by the solid curves, and their width (i. e. the in-
verse of the lifetime) by the shaded region. The straight (red online)

slanted line corresponds toE = V .

The positionsEn of the quasi-bound levels are shown
by the solid curves while the shaded areas between two
En ± γn curves indicate the broadening of them. As
expected, in the casem = 0 the levels are rather broad.
Actually, they can hardly be identified as quasi-bound
levels and rather correspond to weak oscillations in the
local density of states of the continuous spectrum (see
the solid curve in Fig. 8).
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In the case ofm = 2 we see (Fig. 10) a quite dif-
ferent picture. The levels are narrow and indicate the
presence of long living quasi-bound states. It is inter-
esting to see that the quasi-bound states are seen above
as well as below the barrier, the latter is indicated by
the slant solid line. Actually, this is the consequence of
the equivalence of the Dirac electrons and holes in the
barrier region.

As has already been mentioned, in Figs. 9 and 10
we see one more important peculiarity of the local den-
sity of states of a QD in graphene, i. e. extremely
narrow states in the vicinity of the top of the barrier.
This is not an accidental phenomenon, but the conse-
quence of an important fact that it is rather difficult for
Dirac electrons to penetrate the barrier when its energy
is close to the barrier height. This property follows
straightforwardly from the problem of electron pene-
tration through the barrier solved in [4], although the
authors paid no attention to this limit case. The fact is
that the angleϕ (with respect to the perpendicular to
the barrier) of the incident electron and the angleψ of
the refracted electron have to satisfy the equation

E sinϕ = (V − E) sinψ , (52)

which is the equivalent of Snell’s law in optics [15].
In the case when electron energy is close to the barrier
height,

|V − E| � V (53)

the electron wave goes from the material with a large
refraction index into the material with a small one. In
this case the well-known phenomenon of total internal
reflection takes place. It means that there is a critical
incident angle

ϕ0 = |V − E|/V (54)

such that electrons with incident angles|ϕ| > ϕ0 are
totally reflected from the barrier. So, when electron en-
ergy is close to the barrier height there is only a very
small region of incident angles at which the electron
can penetrate the barrier, and this actually enhances
electron confinement in the QD and makes its lifetime
quite long even for the zero orbital momentum.

5. Magnetic quantum dot

In this Section we consider a possibility to localise
electrons by an inhomogeneous magnetic structure,
namely, in a magnetic QD, or in a certain region with
the magnetic field when there is no field around it. It
is known that the inhomogeneity of the magnetic field

binds electrons, forming the so-called skipping orbits
(see for instance [16]). The edge states are a quantum
mechanical analogue of them. The simplest example of
these edge states appears close to the magnetic step dis-
cussed in [17]. It is not difficult to imagine that a mag-
netic field created in a certain finite region of the plane
forces electrons to move along the edge of this region
and localises them in such way. The task of this Section
is to check this possibility. Following the paper [18] we
considered a model homogeneous magnetic field that is
non-zero in a circle ,

B(r) = {0, 0, B0}Θ(r0 − r) , (55)

that we call the magnetic quantum dot. Because of the
cylindric symmetry of the problem we choose the sym-
metric gauge for the vector potential defining its single
azimuthal component as

Aϕ(r) =
1
2

r, r < r0

r20/r, r0 < r
. (56)

This azimuthal component is shown in Fig. 11 together
with the magnetic field profile. In this Section we use

0 r0

r /20

r

1

I II

Bz

Aj

Fig. 11. (Colour online) Azimuthal vector potential component
Aϕ ((blue online) solid curve) and perpendicular magnetic fieldBz

((red online) dashed curve) as functions of the radial coordinate.

the dimensionless variables based on the magnetic field
strength valueB0. Thus, the magnetic fieldB(r) is
measured inB0 units; all distances are measured in the
unit of magnetic lengthlB =

√
c~/eB0, and the vector

potential inB0lB units.

5.1. Electron with parabolic energy dispersion

We start our consideration of the magnetic QD with
the standard 2D electron (say, the electron moving at
a GaAs/AlGaAs interface) with parabolic energy dis-
persion. In this case we add to the above-mentioned
units the energy unit~ωc (ωc = eB0/mc). Thus,
when the magnetic field is of 1 T and effective mass
ism∗ = 0.067, the unit of length islB = 250 nm, and
the energy unit is 20 meV.
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So, we solve the stationary Schrödinger equation
(28) with the following dimensionless Hamiltonian

H = −1
2

(∇+ iA)2 . (57)

The stationary Schrödinger equation in cylindric coor-
dinates reads[

1
r

∂

∂r
r
∂

∂r
+

1
r2

∂2

∂ϕ2
+
iAϕ

r

∂

∂ϕ
−A2

ϕ + 2E
]
Ψ = 0 .

(58)
Substituting the wave function

Ψ ≡ Ψ(r, ϕ) = eimϕψ(r) (59)

we arrive at the radial equations[
1
r

d
dr
r

d
dr
−
(
m

r
+
r

2

)2

+ 2E
]
ψI(r) = 0 , (60a)

[
1
r

d
dr
r

d
dr
− (m+ r20/2)2

r2
+ 2E

]
ψII(r) = 0 , (60b)

that have to be solved inside the dot (regionI) and out-
side it (regionII). The boundary conditions (continu-
ity of the wave function and its radial derivative) have
to be satisfied at the dot border (r = r0).

The regular solution inside the dot can be expressed
via the confluent hypergeometric function (Kummer
functionM(a|c|z)):

ψI(r) = Ag(r) = Ar|m|e−r2/4

×M

( |m|+m+1
2

− E

∣∣∣∣ |m|+1
∣∣∣∣ r22

)
, (61)

while the solution outside it is composed of two Bessel
functions,

ψII(r) = BJν(kr) + CYν(kr) , (62)

wherek =
√

2E is the momentum of the free electron
(measured inl−1

B units), andν = m + r20/2. Note that
both functions (Jν andYν) suit us, as they vanish in the
limit r →∞.

So, we have the same problem as in the case of the
electric QD (see the comment below Eq. (39)). We
have three coefficientsA, B, andC. They can be de-
fined for any energy value. That is why we have to con-
clude that there are no bound states, and consequently,
a magnetic field in a finite region of the 2D plane can-
not confine the electron. However, quasi-bound states
can be expected when electron energy in the dot is close
to the Landau levels with energy

En,m = n+
|m|+m+ 1

2
(63)

(heren = 0, 1, · · · andm = 0,±1, · · · ) defined in
the case of a homogeneous magnetic field. The confir-
mation of this statement follows from Fig. 12, where
the electron wave functions for two different energies
are shown. We see that in the case ofE = 2.5 (solid

0

5

y

r

10

Dot

Fig. 12. (Colour online) The wave functions form = 0, r0 = 5:
E = 2.5 ((red online) solid curve) andE = 2.8 ((blue online)
dashed curve). The magnetic dot region is indicated by shaded

rectangle.

curve), which corresponds to the Landau level with
n = 2 andm = 0, the wave function is large in the dot
region (shaded rectangle), while in the case of energy
E = 2.8 (dashed curve), which does not coincide with
any Landau level energy, it does not have any appre-
ciable large value inside the dot and actually does not
differ much from the wave function for a free electron
calculated in cylindric coordinates.

Applying the technique described in the previous
Section we calculated the local density of states. As in
the case of the electric dot we confined the electron in a
large region of the finite radiusR, where its wave func-
tion obeyed the zero boundary condition at the border
(r = R). Consequently, we had to solve the following
set of equations that are similar to Eq. (41):

Ag(r0) = BJν(kr0) + CYν(kr0) , (64a)

Agr(r0) = BJν,r(kr0) + CYν,r(kr0) , (64b)

BJν(kR) + CYν(kR) = 0 , (64c)

where subindexr stands for the function radial deriva-
tive.

When solving Eq. (64c) in the asymptotic region
(R→∞), calculating the normalisation constant

N =

√
k

2R
, (65)
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assuming that the aperture functionf(r) fits entirely in
a dot, and including the above norm into the definition
of the local density of states, we present it in the form
analogous to Eq. (48):

ρdot(E,m) =

πkA2

R

∑
n

δ(E − Em,n)
1∫

0

r dr f(r) g2(r) , (66)

where the coefficientA has to be found solving Eqs.
(64a) and (64b) together with equation

B2 + C2 = 1 . (67)

The solution of this equation set actually reduces to the
numerical evaluation of the Kummer and Bessel func-
tions.

Having in mind the separation between the neigh-
bouring state energies

∆E = k∆k = k
π

R
, (68)

we convert the summation into integration and write
down the final expression for the local density of states
that we are looking for:

ρdot(E,m) = A2

1∫
0

r dr f(r) g2(r) . (69)

We see that the result is identical to the one obtained in
the previous Section, namely, with the accuracy of the
form-factor that characterises the interaction of the QD
with the measuring probe, the local density of states is
given by the coefficientA squared (the averaged value
of the proper normalised wave function squared in the
QD). The quantityA2 is sensitive to the probability
to find the electron in the dot, and in the case of a
quasi-bound state it will exhibit a peak corresponding
to the approximate energy of this state, as it is shown
in Fig. 13 where a typical result for the local density of
states as a function of electron energy is given by the
solid curve. The form-factor was evaluated using the
Gaussian aperture function

f(r) = b r20 e
−br2

, b = r−2
0 ln 10 , (70)

which corresponds to the averaged probability to find
the electron in the dot areaπr20.

We clearly see peaks close to the energies of the Lan-
dau levels (63) calculated for the case of a homoge-
neous magnetic field. These peaks are broadened indi-
cating that they are not really bound states in the mag-
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r
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Fig. 13. (Colour online) The local density of states form = 0 and
r0 = 3 shown by the solid curve. The same density calculated for
a free electron according to Eq. (72) is shown by the dashed curve.

netic dot. The broadening is larger for higher energy
peaks.

The next thing that is also seen in Fig. 13 is the back-
ground decreasing with energy. This background is due
to the states of the free electron in the absence of the
magnetic dot. To justify this statement we made the
same calculation by replacing the radial parts of the
wave function given by Eqs. (61) and (62) by the radial
component of the free electron wave function (when
there is no magnetic dot) that reads

ψfree(r) = Jm(kr) (71)

and is valid in the whole 2D plane. Averaging it with
the same aperture function (70) we obtained the local
density of states for a free electron

ρfree(E) =
r20
2
e−E/b Im(E/b) , (72)

whereIm(x) stands for the modified Bessel function
of the first kind. This local density of a free electron
in the case ofm = 0 is shown in the same Fig. 13
by the dashed curve. Comparing these two curves, we
clearly see how by increasing the electron energy we
reduce the influence of the magnetic dot on the electron
behaviour and the local density of states converts itself
gradually into the free electron one.

Following the ideas of Section 4 we fitted the peaks
in the density of states by Lorentzian functions and
present the obtained parameters form = 0 in Fig. 14 as
functions of the radius of the dotr0 like it was shown in
Fig. 9 for the case of the electric QD. Actually, it gives
the dependence of peak parameters on the strength of
the magnetic fieldB because in the used dimension-
less notations the distances are measured in the units of
magnetic length. Going back to original notations we
have to replacer0 by r0/lB ∼ r0

√
B.

Note that the levels to the right of the dotted curve
are extremely narrow and their position coincides with
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Fig. 14. (Colour online) Quasi-bound states with the orbital mo-
mentumm = 0. The energies of these states are given by solid
curves and the widths (i. e. the inverse of the lifetime) by shadowed
regions. The Landau levels are indicated by horizontal dashed

lines.

the Landau levels (63) shown by the dashed horizontal
lines. In fact, this means that almost the whole electron
wave function is located in the magnetic dot (using the
classical description language we may say that the elec-
tron rotates along the Larmor circle inside the dot) and
it does not touch the border of it. When the dot radius
r0 becomes smaller, the Larmor circle touches the dot
border and the tunnelling of the electron outside the dot
starts which broadens the level. The partial penetration
of the wave function outside the dot leads to the lower-
ing of the quasi-bound state energy as well. The raising
of this energy for smallr0 values is caused by a large
asymmetry of the peak where actually the approximate
replacement of the peak by a Lorentzian type function
is no longer valid. This picture is more or less the same
for all positivem values. The only difference is that for
largerm values the levels start at higher energies what
is in agreement with the expression for Landau levels
(63).

The picture for negativem values is different (see
Fig. 15). All of them belong to the same Landau level
energy which is an expression of the degeneracy of the
Landau level. We see that with the radius of the dotr0
decreasing the levels with differentm disappear gradu-
ally: the ones with smaller absolutem values disappear
later. This is in agreement with the fact that the larger
the |m| value the larger the radius of the electron tra-
jectory and the closer the electron wave function to the
dot edge.

The increase of the peak broadening at smallr0 val-
ues is so steep that it is worth to divide all the peaks
into two classes as shown in the above figures by the
(green online) dotted curves.The levels on the left side
of these curves belong to essentially broadened quasi-
bound states, while from the experimental point of view
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Fig. 15. (Colour online) The lowest quasi-bound state withn = 0
and different negativem values. The vertical (green online) dotted
lines are the analogue of the dotted curve in Fig. 14, separating the

weakly broadened states from those with a small lifetime.

those on the right side can hardly be distinguished from
the real bound states. One can rudely estimate the po-
sition of the boarder by comparing the approximate di-
mensions of the electron wave function calculated in
the case of a homogeneous magnetic field (which ac-
tually coincides with the function (61) extended to the
entire plane) with the magnetic dot radiusr0.

5.2. Dirac electron in graphene

In this Section we repeat the above calculation for
the magnetic dot applying it to the case of a Dirac elec-
tron in graphene, where the low-energy quasi-particles
(electrons and holes) are described by the following di-
mensionless Dirac-like Hamiltonian:

H = σ (−i∇+ A) , (73)

which is made of Eq. (11) with the vector potential
added. The units are based on the magnetic field
strengthB0 and are the same as in the previous Sec-
tion, except for the unit of energy that isvF ~/lB with
the Fermi velocityvF = 108 cm s−1. In the case of a 1
T magnetic field, this energy unit is 2.6 meV. The vec-
tor potential is given by Eq. (56) and shown in Fig. 11.

The approach is based on the same stationary Schrö-
dinger equation (28) used in Section 4, but with the ma-
trix Hamiltonian (73). Assuming the two-component
wave function given by Eqs. (30) and (34) we arrive at
the following set of radial equations:[

d
dr

+A(r) +
m+ 1
r

]
b=Ea , (74a)

−
[

d
dr
−A(r)− m

r

]
a=Eb , (74b)
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that has to be solved in two regions (in the dot regionI,
and outside it, in regionII). We require the continuity
of the obtained components at the dot borderr0:

aI(r0) = aII(r0), bI(r0) = bII(r0) . (75)

In a standard way we convert Eqs. (74) into second-
order differential equations for a single component, say
for componentb,{

1
r

d
dr
r

d
dr
− (m+ 1)2

r2
− r2

4
+
[
E2 −m

]}
bI = 0 ,

(76a){
1
r

d
dr
r

d
dr

+

[
E2 − (m+ 1 + r20/2)2

r2

]}
bII = 0 .

(76b)

In contrast to the case of the electric quantum dot
which was considered in Section 4, the effective po-
tential (namely, vector potential) in Eqs. (76) is a con-
tinuous function at the dot border. For this reason the
boundary conditions (75) are equivalent to the continu-
ity of the wave function component itself and its first
radial derivative

bI(r0) = bII(r0), bI,r(r0) = bII,r(r0) . (77)

The equations (76) and boundary conditions are simi-
lar to those used for the description of the Schrödinger
electron in Section 5.1. It enables us to use the full
analogy with the previous case. Taking this analogy
into account we have the following solution in both re-
gions:

bI(r) = Ag(r) = Ar|m+1|e−r2/4M(a0|c0|r2/2) ,
(78a)

bII(r) = BJν(kr) + CYν(kr) , (78b)

wherek = |E|, a0 = (|m+ 1|+m+ 1−E2)/2, ν =
m+1+r20/2, andc0 = |m+1|+1. The expressions for
the other wave function componenta(r) follow directly
from Eq. (74a):

aI(r) = Ah(r) =
A

E
r|m+1|e−r2/4

×
[

d
dr

+
|m+ 1|+m+ 1

r

]
M(a0|c0|r2/2) , (79a)

aII(r) = BJν−1(kr) + CYν−1(kr) . (79b)

The wave function components obtained in the above
way are illustrated in Fig. 16 for two different values
of energy. We see the same tendency as in the case of
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Fig. 16. (Colour online) The wave function components:a ((blue
online) dashed) curve, andb ((red online) solid curve), form = 0,
dot radiusr0 = 5 and two energy values:E = 1.932 (upper plot),

E = 2.470 (lower plot).

the Schrödinger electron. When energy is close to the
Landau level energy of the Dirac electron in a homoge-
neous magnetic field,

En,m = ±
√

2n+ |m+ 1|+m+ 1 , (80)

(see the lower plot of Fig. 16 where energy is close to
the Landau level withm = 0, n = 2) we see a clear
accumulation of the wave function components in the
dot, what indicates a quasi-bound state.

Using the analogy of Eq. (76) with the previously
considered Eq. (36) in the case of the electric QD and
paying attention that separation between the neighbour-
ing state energies is∆E = ∆k = π/R (instead of
Eq. (68)) we define the local density of states as

ρdot(E,m) =

A2|E|
2

1∫
0

r dr f(r)
[
|aI |2(r) + |bI |2(r)

]
. (81)

In order to define the coefficientA, one has to solve
two equations following from boundary conditions (77)
with Eq. (67) added.

In the case of free Dirac electrons (when there is no
magnetic dot) the wave function components read

afree = Jm(kr), bfree = Jm+1(kr) , (82)

what leads to the following expression of the local den-
sity of states for a free electron:

ρfree(E) =

|E|r20
4

e−E2/2b[Im(E2/2b) + Im+1(E2/2b)
]
. (83)

The typical local density of states calculated form = 0
andr0 = 3 is shown in Fig. 17 for positive energies.



A. Matulis / Lith. J. Phys.52, 126–141 (2012) 139

Two differences with respect to standard electrons can
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3r  =0
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E

Fig. 17. (Colour online) The local density of states for a Dirac
electron in the magnetic dot form = 0 andr0 = 3 shown by the
(red online) solid curve. The (blue online) dashed curve is the free

electron density of states (83).

clearly be noticed. First, in the case of the Dirac elec-
tron the spectrum is symmetric with respect to energy
inversion (E → −E) due to the equivalence of elec-
trons and holes. Thus the plot in Fig. 17 has to be sup-
plemented by the same curves for negative energies.
Second, when comparing the density of states for the
Dirac electron with the same curve for the Schrödinger
one (see Fig. 13) we see that there are more peaks. This
can be explained by a more dense Landau level spec-
trum in the case of Dirac electrons for the large quan-
tum number values as compared with these in the pre-
vious case (compare Eqs. (80) and (63)).

As before, we fitted the peaks by Lorentz type curves
what led to the broadened levels displayed in Figs. 18
and 19. The dotted curves divide the region of
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Fig. 18. (Colour online) Quasi-bound states with the orbital mo-
mentumm = 0 for the Dirac electron in the magnetic dot. The
energy of these states is given by (red online) solid curves and their
width (i. e. the inverse of the lifetime) by the shaded regions. The

Landau levels are indicated by (blue online) dashed lines.

broadened quasi-bound states from the region where
the states have a very small broadening.
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Fig. 19. (Colour online) Quasi-bound states with the orbital mo-
mentumm = −1 for the Dirac electron in the magnetic dot. The
energy of these states is given by (red online) solid curves and their
width (i. e. the inverse of the lifetime) by the shaded regions. The

Landau levels are indicated by (blue online) dashed lines.

Note that in the case ofm = −1 there is a zero en-
ergy state shown in Fig. 19 by the thick line along the
r0-axis. Its behaviour differs essentially from all other
states. That is why it needs some special attention. In
this case instead of Eqs. (74) we have to solve the fol-
lowing two equations for the radial components of the
electron wave function:[

d
dr

+A(r) +
m+ 1
r

]
b= 0 , (84a)

[
d
dr
−A(r)− m

r

]
a= 0 . (84b)

These equations are uncoupled differential equations
of the first order, and their solution can be found by
a straightforward integration. The solution has the fol-
lowing asymptotic behaviour:

ln a(r) =
∫

dr
[
A(r) +

m

r

]

∼

m ln r + r2/4 , r → 0

(m+ r20/2) ln r , r →∞
(85)

and

ln b(r) = −
∫

dr
[
A(r) +

m+ 1
r

]

∼

−(m+ 1) ln r − r2/4 , r → 0

−(m+ 1 + r20/2) ln r , r →∞
(86)
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or

a(r) ∼

r
m exp(r2/4) , r → 0

rm+r2
0/2 , r →∞

(87)

and

b(r) ∼

r
−m−1 exp(−r2/4) , r → 0

r−(m+1+r2
0/2) , r →∞

. (88)

In order to have a wave function with the finite norm,
two boundary conditions have to be satisfied. First, the
function should behave likerα (α > 0) whenr → 0,
and second, it should behave liker−β (β 6 −1) when
r →∞.

For thea component the above conditions reduce to
the requirementsm > 0 andm + r20/2 6 −1, which
cannot be satisfied simultaneously. Consequently, we
have to assume thata = 0.

In the case of componentb the conditions read

−r20/2 6 m 6 −1 , (89)

from which it follows that ifr20/2 ≥ 1 there are always
some negativem values for which the zero energy state
exists. When the radius of the dot decreases this inter-
val becomes smaller and the zero energy states vanish
one by one. Finally, atr0 <

√
2 all of them disappear.

Such essential difference between the bound zero
energy level and all other quasi-bound levels is caused
by the fact that the wave function of the state with zero
energy is real. Consequently, the electron in this state
has no velocity, and as a result there is no tunnelling
of this electron outside the dot. Unfortunately, the ab-
sence of any non-zero electron velocity makes it im-
possible to reveal this state in transport measurements,
but maybe it can reveal itself through the statistic prop-
erties of the magnetic dot.

6. Conclusions

The performed analysis of the behaviour of Schrö-
dinger and Dirac electrons in electric and magnetic
quantum dots enables us to make the following con-
clusions.

• The main features of the electron spectrum in
graphene have analogy to those in 1D chains pecu-
liar to polymers. These simple models can be useful
for the understanding and interpretation of the so-
phisticated features of graphene.

• The quantum dots in graphene have no bound states.
But there is a possibility for quasi-bound states to

appear. The characteristics of a quasi-bound state,
such as approximate energy or lifetime, can be
found analysing the local density of states that is
calculated by solving the eigenvalue problem for the
finite system restricted at large distances.

• The quasi-bound states appear in an electric quan-
tum dot in graphene in spite of the Klein effect. The
lifetime of them is larger for the states with a larger
orbital momentum. The states with the extremely
long lifetime appear close to the top of the barrier
what is the result of the total internal reflection, the
analogue of the effect known in optics.

• Only a straight step of the magnetic field bounds
electrons forming the edge states. They cannot be
realised in the case of a bent step. As a conse-
quence, the magnetic quantum dot has no bound
states either for an ultra-relativistic Dirac electron
in graphene or in the case of the Schrödinger elec-
tron with the parabolic energy dispersion law. How-
ever, the quasi-bound states could appear close to
the Landau levels for the electron in the homoge-
neous magnetic field. The lifetime of them is quite
long if the Larmor radius does not exceed the radius
of the quantum dot.

• There are two differences between the states in the
magnetic QD for Schrödinger and Dirac electrons.
First, the spectrum of Schrödinger electrons is pos-
itive (E > 0), while in the case of Dirac elec-
trons it is symmetric in respect of energy inversion
(E → −E). Besides, in the case of Dirac electrons
there is a bound zero energy state the degeneracy of
which goes down stepwise when the dot radius (or
the strength of the magnetic field) decreases.
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