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The gamma-ray spectrometry by the instrumentality of Ge detectors is used for the detection of low activity environmental samples of different geometry (soil samples, air filters with aerosols, milk powder, etc.). Such measurements require separate calibration of the detector. The high purity germanium (HPGe) gamma-ray spectrometer of GC2520 series was used for experiments. For the efficiency calibration, three cylindrical containers filled with different 60Co water solution levels were used, and the gamma-ray coincidence summing was modelled using MCNP6. The dimensions of the pure germanium crystal, provided by Canberra, were used for the simulations. The true coincidence summing takes place when two or more gamma quanta, which are emitted in a cascade from an excited nucleus, are detected within the resolving time of the detector. However, there is often a mismatch between the simulated and experimental efficiencies. The experimentally obtained and modelled spectra were compared: a good consistency of experimental and modelled results allows investigating the volume sources. During the simulation it was found that the factors affecting the accuracy of modelling are the thickness of the dead layer, crystal dimensions and the thickness of the Al detector cap. The analysis allows measuring the radionuclides activity concentration of samples placed in the containers with different filling heights having only standard shape calibration sources. The obtained accuracy is sufficient to fulfill criteria of 5–10% for such type of simulation to be applied for measurements of real samples in standard BURK-60 containers of various sample filling heights.
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1. Introduction

The high purity germanium (HPGe) gamma-ray spectrometry is used for the analysis of environmental samples and the determination of radionuclide concentration due to a sufficiently high resolution. This is one of the most common methods to determine concentrations of gamma-ray emitters in the samples. This non-destructive method does not require a special sample preparation. However, when more precise quantitative results of activity concentration are needed, the efficiency calibration with a varied distance from the source is necessary. For the efficiency calibration, we can use any source with the known radionuclide activity and gamma-ray emission probability [1].

The total efficiency shows how much the detector registers across a wide energy range from a given sample, and how much of other energy released from the sample is from Compton scattering, annihilation peak escapes, etc. Meanwhile, the peak efficiency shows how much the detector registers at a specific energy, hence both peak and total efficiencies should be taken into account to determine the overall efficiency of the detector [2].

The full-energy peak efficiency, frequently referred to as the counting efficiency, may be defined as the ratio of two rates: the peak counting rate and the gamma-ray emission rate of the source,

\[
\varepsilon_E = \frac{N_E}{A \cdot I_g},
\]

where \( N_E \) is the peak counting rate, \( A \) is the activity of the source, and \( I_g \) is the gamma-ray emission rate of the source.
where \( N_E \) is the counting rate due to nuclear transitions in the source, counts per second, \( A \) [Bq] is the activity of radionuclide of interest, and \( I_g \) is the emission probability of the gamma ray with energy \( E \). To obtain the results with the lowest possible uncertainty, we have to consider the attenuation of gamma radiation by the sample material itself and apply proper corrections to account for self-absorption when the sample matrix used is of different density and \( Z \) number as compared to that which was applied for the calibration. In addition, corrections are needed to the summation effects caused either by large activities of measurable radionuclides or by geometries providing high counting efficiencies usually attainable when using HPGe detectors. Otherwise, the obtained efficiency curve will be degraded towards lower efficiencies leading to overestimation of the activity, especially in the case of radionuclides free of the coincidence-summing effect [3–5].

Monte Carlo simulation is known to be an effective tool to calculate radiation interaction parameters in different types of compounds and mixtures for shielding and energy deposition in human organs and tissues. The applicability of this method is greatly dependent on the accuracy of a geometry model, composition and density distribution of the sample matrix [6–8].

When modelling the gamma radiation of radionuclides with two or more emission peaks, it is necessary to take into account the coincidence-summing effect. The true coincidence summing takes place when two or more gamma rays, which are emitted in a cascade from an excited nucleus, are detected within the resolving time of the detector [3, 10]. However, there is often a mismatch between the simulated and experimental efficiencies. Also, there can be an uncertainty in the parameters, e.g. dead layer thickness, detector end-cap to Ge crystal distance, etc. [11]. In order to improve knowledge of detector dimensions and position, it became common to X-ray or scan it with a collimated beam of photons. The results of those measurements indicate that the error in the detector position as specified by the manufacturer could be a few millimetres, because the manufacturing process is inherently complex, with a significant variability between detectors due to individual processing [12]. Particularly critical, especially in the low energy region, is the dead layer thickness. The dead layer corresponds to the nondepleted detector region, close to the outer surface, that the photon has to pass through before entering the detector’s active volume. The depth of this region depends on different (correlated) parameters, linked to the germanium impurity level and to the diode production process. The principal mechanism inducing such a count rate variation would remain the dead layer thickness variation [13].

Thus, the Monte Carlo method helps to avoid problems such as different density and \( Z \) of environmental samples, special handling or potential contamination risks, as well as high cost of standards. However, it is necessary to simulate the situation extremely accurately that is difficult because of uncertainty in the detector parameters, and this is especially true of the dead layer. In addition, difficulties arise when you have to take into account the coincidence-summing effect.

The aim of the present work is to design a model which takes into account the coincidence-summing effect and could be used in research of the efficiency calibration of a variety of sources, as well as to estimate which parameters of the detector, and to what degree, most affect the simulation accuracy.

2. Materials and methods

2.1. Measuring

The gamma-ray spectrometer made by Canberra, USA was used for experiments. The coaxial high purity germanium detector of GC2520 series has a 25% relative efficiency and a resolution of 2.0 keV at 1.332 MeV and is used for gamma-ray spectroscopic analysis in the laboratory. The dimensions of the germanium crystal, provided by Canberra, were used for the simulations (Figs. 1, 2). Three cylindrical containers filled with different levels of \( ^{60}\text{Co} \) water solution were measured, and the spectra were numerically simulated (Table 1). The \( ^{60}\text{Co} \) water solution was produced in the Ionizing Radiation Metrology Laboratory of the Department of Metrology, Center for Physical Sciences and Technology (FTMC) and placed into the standard BURK-60 container (cylinder with diameter of 64 mm and height of 22 mm). Activities were recalculated taking into account the radioactive decay.
Fig. 1. Structure of the simulated HPGe detector (a) with iron–lead shield (b).

Fig. 2. Experimental (without background) and simulated spectra of the $^{60}$Co volume source with different filling heights: (a) 5 mm (the source is placed on the detector end-cap, acquisition time 1375 s), (b) 22 mm (the source is elevated at 44 mm from the detector end-cap, acquisition time 76454 s). Energy bin is 0.9 keV.
Table 1. Information of measurement sources (combined standard uncertainty is 2.4%, reference date 1.1.2020).

<table>
<thead>
<tr>
<th>Source</th>
<th>Activity, kBq</th>
<th>Filling height, mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>0.667</td>
<td>5</td>
</tr>
<tr>
<td>#2</td>
<td>1.505</td>
<td>10</td>
</tr>
<tr>
<td>#3</td>
<td>2.970</td>
<td>22</td>
</tr>
</tbody>
</table>

2.2. Monte Carlo simulations

The modelling of the high purity germanium (HPGe) detector efficiency was performed by using the Monte Carlo radiation transport code MCNP version 6.2 [14]. One area of applications of the code is widely used for detector design and analysis to investigate the performance data of the detector [15–18]. The geometry setup of Ge crystal and its shielding, used in the simulation, are presented in Figs. 1(a, b), respectively.

Detector dimensions and other parameters that are provided by the manufacturer are presented in Table 2. Shielding parameters were taken from the self-made experimental setup. The detector efficiency was obtained via the MCNP intrinsic function – pulse height F8 tally. The geometry and materials setup of the HPGe detector and shielding is included in the MCNP input file. To achieve sufficient statistical uncertainties $10^8$ particles were used in each run.

Table 2. Detector geometry parameters provided by the manufacturer and adjusted by simulation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Manufacturer’s provided value, cm</th>
<th>Adjusted value, cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crystal radius</td>
<td>3.025</td>
<td>2.75</td>
</tr>
<tr>
<td>Crystal length</td>
<td>3.65</td>
<td>3.65</td>
</tr>
<tr>
<td>Ge dead-layer thickness</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>Al end-cap distance to the crystal</td>
<td>0.65</td>
<td>0.7</td>
</tr>
</tbody>
</table>

While modelling the detector response function for the $^{60}$Co source, the coincidence summing must be taken into account. This is because $^{60}$Co emits 1.173 and 1.332 MeV gamma quanta in cascade, i.e. in a very short period of time that is comparable with the detector response time. Therefore, the simultaneous detection of separate gammas may occur producing in a spectrum their sum peak. All pulses corresponding to energies above 1.332 MeV are caused by coincidence events not only of the sum peak, but also of the continuum preceding it. However, the intensity of the coincidence peak is low, and not in all cases it was detected in the spectrum. If $^{60}$Co gammas were not emitted in cascade, intensities that the detector would register were up to few percent higher compared to the case with the cascades taken into account. The impact of the coincidence summing depends on the sample-to-detector distance.

The coincidence-summing calculations were performed in the following way: first, monoenergetic gammas of $^{60}$Co were simulated (i.e. 1.173 and 1.332 MeV). Data for the pulse height F8 tally in the output file of simulation consist of a range of energy intervals, the so-called bins that are arranged in an increasing order. Each of the energy intervals is given a simulated probability of its detection, as well as the calculation uncertainty. Then, having these results, we apply the formula

$$C(E_n) = C(E_{n,1173})[1 - \sum_{m=1}^{M} C(E_m,1332)] + C(E_{n,1332})[1 - \sum_{m=1}^{M} C(E_m,1173)] + \sum_{m=1}^{n} C(E_{m,1173})C(E_{n-m,1332})$$

where $E_n$ is the counts in the $n$th interval corresponding to energy $E_{n, m}$ and $n$ and $m$ are interval numbers, $M$ is the highest interval number, and 1173 and 1332 refer to simulated gammas. The FORTRAN code was written for the calculation of coincidence summing according to this formula and the bash shell script was used for performing routine calculations.

The procedure of geometry adjusting was as follows. As known, the change of the crystal diameter changes the detector efficiency in all energy spectra of the source. Changing the inner radius and the depth of the holes of the crystal, as well as the crystal length affects the efficiency more in the high energy spectrum than the spectrum at low energies, because in this case the absorption of the low-energy quanta does not change so much as the absorption of the high-energy quanta. The dead layer has a shielding effect, therefore the changing of the dead layer thickness affects more the low-energy quanta than the high-energy
quanta. The thickness of the aluminum end-cap also has a shielding effect, and varying the distance from the aluminum end-cap to the crystal helps in the case when the detector efficiency differs for the same source, but at different source placing heights. A more detailed procedure of geometry adjustment is given in [11].

Coincidences were not registered with container filling levels of 5 mm and elevation of 22 and 44 mm. The lowest activity when coincidences were registered was 0.055 Bq. The lifetime of excited states in the nucleus is picoseconds; the response time of the detector is microseconds. For $^{60}$Co, the time between stages is 0.713 ps, for the HPGe coaxial detector, it is on the order of μs.

3. Results and discussion

Two types of detector simulation for this particular experiment were performed. The detector was first simulated by using the geometry provided by the manufacturer (see Table 2). The results are shown in Table 3. The difference between simulations and measurements is significant and it is as high as 32%. Although the simulation–experiment ratio is quite stable for different filling heights of the sample, see the standard deviation value of all MCNP/experiment data. In this case the simulation results can be related to the experimental data by using the approximate factor 1.3, which is an average value of the ratio of the simulation–experiment results. Figure 2 shows an example of the comparison of the measured spectrum and the simulated one. The spectra in Fig. 2, in order to compare them to the experimental results, were modified applying Gaussian broadening. While obtaining the spectra, the simulated energy is broadened by sampling from the Gaussian distribution

$$f(E) = C e^{-((E - E_0)/A)^2},$$

where $E$ is the broadened energy, $E_0$ is the unBroadened energy, $A$ is the Gaussian width, and $C$ is the normalization constant. The Gaussian width equals

$$A = \frac{\text{FWHM}}{2\sqrt{\ln 2}},$$

where FWHM is full width at half maximum and is obtained from the experiment spectra. The value of 1.74 keV was used in our case.

Discrepancies between simulation and experiment might occur because of many reasons: parameters provided by the manufacturer might be not accurate, because they might be measured at room temperature, although in the laboratory detector’s working temperature is approximately –196°C, because it is cooled down with liquid nitrogen. This might lead to some deformations of the crystal. Other reasons are the detector ageing,

<table>
<thead>
<tr>
<th>← Gamma</th>
<th>→ filling height (→) elevation (mm)</th>
<th>MCNP</th>
<th>Experiment</th>
<th>MCNP/experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5 (\text{MeV})</td>
<td>1.96E–2</td>
<td>1.73E–2</td>
<td>1.43E–2</td>
</tr>
<tr>
<td></td>
<td>10 (\text{MeV})</td>
<td>8.70E–3</td>
<td>7.90E–3</td>
<td>6.78E–3</td>
</tr>
<tr>
<td></td>
<td>22 (\text{MeV})</td>
<td>4.69E–3</td>
<td>4.33E–3</td>
<td>3.81E–3</td>
</tr>
<tr>
<td></td>
<td>44 (\text{MeV})</td>
<td>1.99E–2</td>
<td>1.54E–2</td>
<td>1.28E–2</td>
</tr>
<tr>
<td></td>
<td>22 (\text{MeV})</td>
<td>8.18E–3</td>
<td>7.05E–3</td>
<td>6.07E–3</td>
</tr>
<tr>
<td></td>
<td>44 (\text{MeV})</td>
<td>4.31E–3</td>
<td>3.87E–3</td>
<td>3.41E–3</td>
</tr>
</tbody>
</table>

standard deviation→ 1.82E–02
the dead layer thickness and shape, the shape of working volume, also possible some commercial secrets. Every single detector, having in mind the complexity of the manufacturing process, is unique, therefore fine-tuning of detector parameters is essential in Monte Carlo detector simulation. Also, not the least factor is the experimental setup. Errors may be caused by deformations due to the weight placed upon the detector while taking measurements.

Another type of simulation is the fine-tuning of detector geometry: diameter, length, dead layer thickness, inner radius of the crystal hole, as well as the thickness of aluminium end-cap and the distance to the crystal.

In our case, the ratio of efficiencies of simulation and experiment depends little on the sample-to-crystal distance, therefore, in order to reduce the dependence of the counting efficiency obtained by simulation on the height of the sample placement, the distance of the aluminum end-cap from the crystal should be increased only by 0.5 mm. When the distance changed by 0.5 mm, as well as the crystal diameter changed by 0.2 mm, the simulation error was 1.5%. The main adjustment was made by changing the crystal diameter. The results are shown in Table 2. There was no need to change other parameters of the crystal, since the obtained uncertainties of no more than 3% are acceptable and meet the criteria of 5–10% \[20\].

The simulation results, obtained utilising these parameters, are shown in Table 4. In this case the difference between simulations and measurements is not more than 3%. These results can be used for practical calibration of the detector. Both simulation methods might be used in routine measurements because in such a case the uncertainties of 5–10% are acceptable \[21\].

### 4. Conclusions

In this paper, the numerical simulation of gamma-ray interaction with the HPGe detector has been done and compared with the experimental measurements. Analysing the simulation results it was found that the factors that affect the accuracy of simulation are the thickness of the dead layer, the diameter of the crystal, and the height and the thickness of the Al detector cap. In our case, we had to adjust the crystal diameter and (slightly) the distance from the crystal to the Al detector cap. The accuracy of both types of our simulation is sufficient. It fulfils criteria of 5–10% for such type of simulation compared to the experimental data. Thus, it is possible to simulate samples in standard BURK-60 containers of different filling heights.

The second type of simulation, where detector geometry parameters are adjusted, gives, in this case, additional information about the crystal

<table>
<thead>
<tr>
<th>Gamma</th>
<th>filling height ↓ elevation (mm)</th>
<th>MCNP</th>
<th>Experiment</th>
<th>MCNP/experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.173 MeV</td>
<td>0</td>
<td>1.54E–2</td>
<td>1.36E–2</td>
<td>1.12E–2</td>
</tr>
<tr>
<td>1.332 MeV</td>
<td>22</td>
<td>6.69E–3</td>
<td>6.07E–3</td>
<td>5.20E–3</td>
</tr>
<tr>
<td>1.332 MeV</td>
<td>44</td>
<td>3.58E–3</td>
<td>3.30E–3</td>
<td>2.91E–3</td>
</tr>
<tr>
<td>1.332 MeV</td>
<td>0</td>
<td>1.37E–2</td>
<td>1.21E–2</td>
<td>9.98E–3</td>
</tr>
<tr>
<td>1.332 MeV</td>
<td>22</td>
<td>5.95E–3</td>
<td>5.40E–3</td>
<td>4.66E–3</td>
</tr>
<tr>
<td>1.332 MeV</td>
<td>44</td>
<td>3.18E–3</td>
<td>2.94E–3</td>
<td>2.59E–3</td>
</tr>
<tr>
<td>standard deviation</td>
<td></td>
<td>1.56E–02</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
working volume and shape, also the aluminium end-cap distance to the crystal. The analysis allows measuring the radionuclides activity concentration of the samples placed in the same geometry containers, but with different filling heights, by using only standard shape calibration sources.
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